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Abstract. Process mining techniques enable extracting process models from process event logs. Problems can arise if process mining is applied to event logs of flexible processes that are extremely heterogeneous. Here, trace clustering can be used to reduce the complexity of logs. Common techniques use isolated criteria such as activity profiles for clustering. Especially in flexible environments, however, additional data attributes stored in event logs are a source of unused knowledge for trace clustering. In this paper, we present a multi-perspective trace clustering approach that improves the homogeneity of trace subsets. Our approach provides an integrated definition of similarity between traces by defining a distance measure that combines information about executed activities, performing resources, and data values. The evaluation with real-life event logs, one from a hospital and one with traffic fine data, shows that the homogeneity of the resulting clusters can be significantly improved compared to existing techniques.
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1 Introduction

Process mining is a well-established method for extracting models of business processes by analyzing process event logs (Aalst and Weijter 2004; Dumas et al. 2013). Problems arise when applying process mining techniques to event logs of flexible processes (Günther and Aalst 2007; Schönig et al. 2016a,b). Flexible processes are typical in environments such as healthcare where, for example, patient diagnosis and treatment processes require flexibility to cope with unanticipated circumstances (Schönig et al. 2013). Executions of the same process model can therefore differ significantly, resulting in a huge and potentially unplannable number of different process variants (Song et al. 2009). As a process variant, we define a certain way of process execution that differs significantly from other process executions. Especially in flexible environments, processes can have a multitude of execution variants (Lee et al. 2013; Montani and Leonardi 2014; Rebuge and Ferreira 2012) or outliers (Folino et al. 2011). In such environments, event logs have the particular property of heterogeneity. Recorded traces, i.e., the digital footprints of process executions, differ fundamentally. As a result, mined models tend to be unstructured and very difficult to understand (Günther and Aalst 2007).

One way to cope with the heterogeneity of process logs for flexible processes is to structure logs by clustering traces into homogeneous subsets (Song et al. 2009), with each cluster representing a certain process variant with similar characteristics (Ferreira et al. 2007; Song et al. 2009). This allows, examining each trace cluster separately. Hence, mined process models – for clusters – are less complex and easier to understand. These process models can also be used to predict (process) variant-specific attributes, e.g., execution time or costs, during runtime (Aalst et al. 2011).
Most existing trace clustering approaches mainly focus on a single process perspective. A first group of approaches leverages activity sets and control flow information to identify clusters (Bose and Aalst 2009, 2010; Greco et al. 2006; Lee et al. 2013; Rebuge and Ferreira 2012). Another approach focuses on resource profiles of recorded traces to define clusters (Song et al. 2009). Instead of considering various perspectives for clustering separately, which does not satisfy the idea of processes as multi-perspective entities, we propose to consider multiple perspectives of a process in an integrated manner (M. H. Baumann et al. 2014). Besides the perspectives mentioned above, also the data perspective of processes contains valuable information. Considering several perspectives comprehensively, the importance of the specific perspectives for the clustering is not clear. How high is the impact, how high is the weight of each perspective on the total distance measure so that the resulting clustering leads to homogeneous subsets. Beyond that background, our research addresses the following research question: How does an integrated consideration of multiple process perspectives look like that improves the homogeneity of trace subsets? Are there combinations of perspectives which are transferable to other event logs? To the best of our knowledge, there is no other approach to trace clustering that presents a weighting schema for multi-perspective trace clustering and that has been validated on real-life event logs.

Against this background, we present an approach following a design science research methodology, i.e., the main goal of this paper is to develop a multi-perspective process trace clustering approach with respective tool support that process analysts can use to preprocess available process event logs in order to improve process mining results (Vaishnavi and Kuechler 2004). The multi-perspective trace clustering approach enables reducing the complexity of mined process models in terms of improving the homogeneity of trace subsets. We consider four different perspectives simultaneously: Executed activities, direct following relations between activities, performing resources, and data. Depending on the process log, each perspective has another importance when it comes to structure the log into homogeneous clusters. In order to identify clusters of process traces and maximize the homogeneity of clusters, we define a distance measure that includes the four perspectives, each weighted individually. Therefore, we develop a weighting schema, i.e., the optimal weighting of the perspectives. Especially, in case of the long term evaluation of a process log, it is crucial to know the weighting that leads to the subsets with high homogeneity. Finally, we built clusters by applying a common hierarchical clustering algorithm. We have implemented the approach by means of common hierarchical clustering algorithms using the software environment R. The evaluation w.r.t. two real-life event logs, a hospital event log and a traffic event log, shows that the proposed approach improves the homogeneity of resulting clusters significantly compared to classical clustering techniques. Additionally, we identify a weighting that is transferable to other logs.

This paper is structured as follows: Section 2 gives an overview of relevant background and related work. In Section 3, we introduce the proposed integrated trace clustering approach. Section 4 shows the implementation and describes experimental results using two real-life event logs. Section 5 concludes by presenting limitations of our approach and pointing out to future research.

2 Background and Related Work

In this section, we describe the building blocks of trace clustering, provide a short classification framework, and give an overview of related research.

A challenging property of event logs of flexible business processes is their heterogeneity, which results in a huge number of different process execution variants. Each variant is characterized by different sets of executed activities, varying

1 Prepared event logs and R scripts are available at (Jablonski et al. 2015)
execution orders of activities, different performing resources, and different data used in the processes (Song et al. 2009). Process discovery techniques frequently lack to incorporate other perspectives than activities and control flow. However, the focus of the work is trace clustering and in particular the benefits that can be achieved w.r.t. cluster improvement when considering several process perspectives.

Clustering is used for structuring process logs into clusters of traces which helps to reduce the heterogeneity and improve understandability as well. It can be differentiated between reducing the complexity of mined models (Weerdt et al. 2012, 2013) and decomposing resulting models (Ekanayake et al. 2013).

Additionally, clustering techniques can be classified based on how traces are represented. Using a vector space model, an abstract representation of a trace is derived. Different properties characterizing a trace, e.g., activity or resource profiles, are transformed into elements of a vector and serve as a mathematical abstract view of the trace (Thaler et al. 2015). This view serves as a basis for calculating a distance measure of traces. The second category uses a concrete representation of a trace. Traces are not transformed, but represented based on exact node labels. The similarity of traces is derived by assessing standard string distance metrics, such as Levenshtein edit distance (Ekanayake et al. 2013).

Greco et al. (2006) were the first to propose an approach to cluster execution traces in the domain of process mining. Using a vector space model, traces are represented considering activities and transitions. The work in (Lee et al. 2013; Rebuge and Ferreira 2012) also use information about executed activities to cluster traces. Song et al. (2009) introduced an extended approach and a generic method for trace clustering. They introduce a set of profiles, each addressing a specific perspective of the log that serves as basis for measuring the similarity between traces. Depending on the objective, a suitable profile is chosen to define the similarity between traces. Song et al. define profiles w.r.t. executed activities, organizational aspects as well as case data and case performance (Song et al. 2009). They demonstrate the applicability of their approach using the activity profile, i.e., the multiset of executed activities. The application of other profiles was neither conceived, applied nor validated (Song et al. 2009). Further, all profiles can only be used separated from one another. Latest techniques for context-aware trace clustering (Bose and Aalst 2009, 2010) propose a generic edit distance that takes control flow context information into account. Further, (Bose and Aalst 2010) presents context-aware feature sets based on conserved patterns for the vector space model. Montani and Leonardi (2014) propose a distance measure based on the concrete representation of a trace that is able to take into account temporal information as well.

Evermann et al. (2016) propose a trace clustering method using sequence alignment. They try to bridge the gap between clustering and evaluation by incorporating process mining and model evolution into the clustering method. They use a method for sequence alignment to derive the trace distances and apply multidimensional scaling to construct a feature space that serves the base for clustering.

Leoni et al. (2016) present a process mining framework for correlating, predicting and clustering dynamic behaviour. Regression-and-decision-trees are used to cluster event logs into clusters of traces with similar behaviour. They take the correlation of different characteristics into account.

Appice and Malerba (2016) present CoTraDiC, a multiple view aware approach to trace clustering, based on a co-training strategy. All trace profiles defined by Song et al. (2009) are used to generate a clustering pattern. They show that the computed process models have high conformance and comprehensibility compared to process models discovered from the traces clustered with other trace clustering approaches. But, using the co-training strategy, all perspectives have the same weight. Plus it is not clear, which perspective had most impact to the resulting distance measure.
One can easily imagine that the various profiles do not have the same impact on improving the homogeneity of resulting clusters. Therefore, a weighting schema should be used to specify the importance of the trace profiles for the distance measure.

Apart from dedicated clustering approaches, there exist several more general approaches dealing with the analysis and mining of process variants (Ballambettu et al. 2017; Bolt and Aalst 2015; Bolt et al. 2018; Li et al. 2011). In the context of flexible environments, processes can have a multitude of different variants. With these circumstances, the conventional approach of mining, identification and analysis of a limited number of process variants is no longer possible. For the scope of this paper, we especially focus on works that propose a clustering approach to identify process variants.

Only a few trace clustering approaches focus exclusively on multiple process perspectives, i.e., either activity or resource profiles, to derive clusters. The approaches mainly take all perspectives equally into account and do not consider a weighting of perspectives. In order to reduce the complexity of trace clusters, identifying similar process traces is necessary. We assume, that depending on the specific process log some perspectives have a higher impact on the similarity than others. For instance, in the context of flexible processes, where activities not necessarily follow a strict process model, the resource and time perspective have a high impact on identifying the homogeneous subset of similar instances. We assume that clusters resulting of a weighted distance measure lead to a higher homogeneity of trace subsets. A weighting schema for the trace clustering approach that focuses on the concurrent integration of several perspectives is missing. We thus propose a multi-perspective trace clustering approach using the abstract representation of traces to reduce the complexity of mined process models in terms of improving the homogeneity of trace subsets.

3 Multi-Perspective Trace Clustering

In this section, we present an integrated multi-perspective trace clustering approach. The approach requires an event log as input that contains specific information about cases that have been executed for a certain process.

3.1 Running Example

The example process contains patient treatment procedures of a hospital. The log contains information about the diagnosis and treatment activities related to the patients in a hospital. Tab. 1 shows an exemplary event log of the process in focus. Each row refers to a case, i.e., one patient, and is represented by a trace, the sequence of events within a case. Events are represented by the properties: case identifier (denoted by the row), activity identifier and resource identifier, and the specific data attribute duration time.

As the log reveals, the cases differ in multiple ways: (i) in the sets of executed activities, (ii) in the sets of resources that are assigned to a specific activity, and (iii) in the execution time of each event. Inspecting the duration time of a case, it is obvious that duration times of the different activities vary. Comparing duration times of equal activities, it is apparent that the same activities can have different execution times. It is obvious that there are other features that influence the duration of activities. These could be features available in the log, e.g., assigned resources, as well as other unknown features as well as high workload or waiting times. In the context of a hospital, cases classified as urgent might have lower duration times than cases that are non-urgent.

Referring to the example log, one can think of different cluster solutions: regarding the activity profile (multiset of activities) the similarity between trace 3 and 6 is high since the executed activities of both cases are exactly the same. Comparing the overall case duration, a difference of 44 units is observable. The duration of all events of trace 6 are lower than those in trace 3. That could be a hint that case 6 is a case of a patient with an urgent treatment procedure. In order to
gain insights of the process variants in such a flexible environment, e.g. to recognize patterns and similarities in subsets (as identifying urgent cases or non-urgent cases), only considering the activity perspective is not sufficient. By just using the information of activities to define the similarity of cases, one omits valuable information and those two cases would be erroneously defined as similar.

The example highlights that, in some cases, it can be insufficient to define the similarity of traces only w.r.t. the set of executed activities.

There are multiple ways of defining the similarity of two traces using diverse combinations of case properties. The definition of similarity essentially affects the resulting clustering. In the following section, we thus define a similarity measure that combines three perspectives to get an integrated similarity measure and to ensure homogeneous clustering.

### 3.2 Preliminaries and Definitions

First, we define a process model, a trace, and further requirements that should be fulfilled (Aalst et al. 2011).

**Definition 1 (Process model)**

Let \( \mathcal{R} = \{r_1, ..., r_{n_R}\} \) be a finite population (human resources), and \( \mathcal{D} = \{d_1, ..., d_{n_D}\} \) a finite set of data objects (e.g. a timestamp). Then, a process graph \( G \) is a tuple \((T,E,\lambda)\) with

- \( T \) being a set of activities
- \( E \subseteq T \times T \) a set of edges and
- \( \lambda: T \to \mathcal{P}(\mathcal{R}) \times \mathcal{P}(\mathcal{D}) \) a function, that maps nodes to entities.

Note, that \( \mathcal{P}(\cdot) \) indicates the power set.

**Definition 2 (Activity, Event)**

Let \( \mathcal{E} \) be the set of all possible event identifiers. Each event \( e \) is a tuple \((c,t,r,d)\) characterized by specific properties: An event is part of a trace \( c \in C \) corresponds to an activity description \( t \in T \), is executed by a particular human resource \( r \in \mathcal{R} \), and has data \( d \in \mathcal{D} \).
Definition 3 (Trace, Event log, Case)

\( E^* \) denotes a set of finite sequences over \( E \). A trace \( c \in E^* \) is a finite sequence of events. In a trace, each event appears only once and time is non-decreasing. Let \( C \) be the set of all possible traces. An event log is a set of traces \( L \subseteq C \). A trace \( c \in L \) in a log represents a process instance, also referred to as “case”. Each case is characterized by a defined set of activities, a set of resources, and a set of data objects.

3.3 Similarity of Cases and Distance Measure

The multi-perspective distance measure is composed of different perspectives. First, we introduce how the overall case distance is derived, before we model specific perspectives. The distance measure represents the distance, or similarity, between two traces. Usually the values of such distance measures start from 0 (the objects are equal) with no upper boundary (completely different). For comparisons and threshold values, a normalized distance measure, for which an upper boundary exists, is better suited (M. H. Baumann et al. 2014; M. Baumann et al. 2014; Thaler et al. 2015). Since the clustering of a set of traces mainly depends on the distance measure, it is crucial to determine how we define the similarity of traces. In line with the literature, we assume the similarity of cases to be defined as follows (M. H. Baumann et al. 2014).

Assumption 1 (Similarity of cases)

The similarity of cases is derived by the aggregation of perspective-specific similarities. Two cases are similar, if the set of executed activities, the resources mapped to the activities, and the data objects are similar.

Using this definition of case similarity, the distance measure can be derived. We define a general distance measure that is applicable using different perspectives, e.g., activity labels and resource identifiers between two cases \( c_x \) and \( c_y \) executed of one process model \( G \). For each perspective \( i \) that is relevant concerning similarity, we calculate the distances and use these results for calculating a measure \( dist(c_x, c_y) \) for the distance of \( c_x \) and \( c_y \). Different perspectives can be combined depending on the specific application scenario at hand.

Definition 4 (Case distance)

For two cases \( c_x \) and \( c_y \) with \( x \neq y \) and weights \( w_i \) with \( \sum_{i \in I} w_i = 1 \) and \( w_i \geq 0 \), the case distance \( dist(c_x, c_y) \) is

\[
dist(c_x, c_y) = \sum_{i \in I} w_i \cdot d_i(c_x, c_y)
\]

where \( i \) is a distinct perspective from the set \( I = \{ A, T, R, D_e, D_d \} \). \( A \) denoting the activity, \( T \) the transition, \( R \) the resource, \( D_e \) the data perspective based on event level, and \( D_d \) the data perspective based on case level. \( d_i(c_x, c_y) \) is a normalized distance for the distinct perspective between \( c_x \) and \( c_y \).

The overall case distance is a linear combination of the weighted perspectives-specific distances that are taken into account. The weights influence the overall case distance and in the same way affect the resulting clustering. The quality of a clustering is measured by the notion of homogeneity, a widely used measure in this context that is defined as follows (Montani and Leonardi 2014; Yip et al. 2003).

Definition 5 (Homogeneity)

Homogeneity is a measure of the quality of clustering results. It measures the similarity of the cases pooled in one cluster. Clusters that contain traces of similar or equal variants have a high homogeneity. The homogeneity of a cluster \( k \) is

\[
H(k) = \frac{\sum_{c_x, c_y \in k} sim(c_x, c_y)}{|k| \choose 2}
\]

The similarity \( sim(c_x, c_y) \) refers to the variant of a case. If two cases \( c_x \) and \( c_y \) are of the same variant, \( sim(c_x, c_y) = 1 \), otherwise \( sim(c_x, c_y) = 0 \).

The average homogeneity of a clustering solution with a set of \( N \) clusters is defined as the weighted average of the homogeneity of all clusters.

\[
clustHom(k^{(N)}) = \frac{1}{\sum_{i \in N} |k_i|} \sum_{i \in N} |k_i| H(k_i)
\]
By considering the objective of increasing the homogeneity of each resulting cluster, the weights used in the distance measure should be set in a way to reach this objective.

**Definition 6 (Optimal weighting)**
The optimal weighting of the several perspectives is

\[ w_i^* = \text{arg max}_{w_i} \left( \text{clustHom}(k(N)) \right) \]

where \( w_i^* \in [0, 1] \) and \text{arg max}_{w_i} \ is the arguments of maxima function which refers to inputs \( w_i \) for which \( \text{clustHom}(k(N)) \) depending on \( \text{dist}(c_x, c_y) \) and on \( w_i \) is maximized. \( \text{clustHom}(k(N)) \) is the homogeneity of the clustering result.

Section 4 presents a detailed procedure on how to determine the optimal weights that lead to the maximal homogeneity in each cluster.

As mentioned above, the case distance can be composed of different perspectives. To determine the similarity, or dissimilarity respectively, between two cases a closer look concerning the possible perspectives is necessary.

**Activities**

The main and essential elements of a case are the executed activities. Therefore, the activity perspective has to take an integral part when defining the similarity between two cases. The similarity or distance of activities depends on their labels such that activities are either the same (label is the same, \textit{distance} = 0) or not (label is different, \textit{distance} = 1) (Dijkman et al. 2011). Using the definition of profiles presented by Song et al. (2009), we use the activity profile to characterize the activities related to a specific trace. The items of an activity profile represent all possible activities of a process. The value of each item indicates the number of occurrences of the activity that is related to the item in the case. To calculate the activity-based distance, we use euclidean distance measure. Other distance measures like Hamming, or Jaccard distance are possible, but studies show good results using Euclidean (Bose and Aalst 2009; Francescomarino et al. 2015).

\[ d_A(c_x, c_y) = \sqrt{\sum_{a \in A} |x_{xa} - y_{ya}|^2} \]

Each case \( c_x \) corresponds to a vector of items \( \langle i_{x1}, i_{x2}, \ldots, i_{xn} \rangle \), where \( i_{xa} \) denotes the number of appearances of activity \( a \) in case \( x \). Table 2 shows the distance matrix of the cases of the example log from Tab. 1. Cases 3, 6, and 7 are similar regarding the executed activities. The dissimilarity between case 4 related to cases 3, 6, and 7 is the highest.

<table>
<thead>
<tr>
<th>CaseID</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>√2</td>
<td>√3</td>
<td>√3</td>
<td>1</td>
<td>√3</td>
<td>√3</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>3</td>
<td>1</td>
<td>√3</td>
<td>3</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td>√10</td>
<td>√2</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>√10</td>
<td>√10</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>√2</td>
<td>√5</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

\( d_T(c_x, c_y) = \sqrt{\sum_{t \in T} |x_{xt} - y_{yt}|^2} \)

Each case \( c_x \) corresponds to a vector of items \( \langle i_{x1}, i_{x2}, \ldots, i_{xn} \rangle \), where \( i_{xt} \) denotes the number of appearances of transition \( t \) in case \( x \). Table 2 shows the distance matrix of the cases of the example log from Tab. 1. Cases 3, 6, and 7 are
similar regarding the order of executed activities. The dissimilarity between case 2 related to cases 3, 6, or 7 is the highest.

**Resources**

As the running example reveals, two cases can have the same activities executed, but are not really the same. The same activities can be executed by different resources that results in different execution times or different quality. By defining the similarity of cases apart from control flow aspects, the organizational perspective has to be considered as well. The choice of a resource that is assigned to a specific activity has an impact on e.g. the case performance. Therefore, for a comprehensive trace clustering approach, it is crucial to consider resources as well. Song et al. (2009) present an originator profile reflecting how many events were executed by each resource. This profile is, however, too inaccurate to define similarity. Unlike activities executed in a case, the resources must not be considered isolated. To determine the similarity of two cases, it is not only important who was generally involved in a case. It is important to distinguish two cases based on the fact who was assigned to which activity in a case. Thus, it is essential to consider resource items always associated to the activities they have been assigned to. We define a new more comprehensive resource perspective. Its items are all possible combinations of resources and activities.

\[
d_R(c_x, c_y) = \sum_{r \in R} |i_{xr} - i_{yr}|^2
\]

Each case \(c_x\) corresponds to a vector of items \(\langle i_{x1}, i_{x2}, ..., i_{xn} \rangle\), where \(i_{xr}\) denotes the number of appearances of activity/resource combination \(r\) in case \(x\).

**Additional Data Attributes**

Apart from activities or resources, more information is typically available in event logs. The timestamp of each activity is information which provides valuable insights on cases. For example, the timestamp enables computing the duration of whole cases or of distinct activities in particular as well as the time between activities. One can characterize activities based on their execution duration and one can compare resources based on their performance by execution distinct activities. In the hospital environment of the running example, the waiting and execution time is a hint on the fact that a patient is a urgent case or not. Data attributes can be used to calculate performance measures like time or costs, e.g., case duration time or time between two activities. To increase the precision of trace clustering, it is necessary to define a profile that captures the data perspective. Therefore, it is necessary to differentiate between data attributes on a case and on a event level. In commonly used event log formats such as XES, data on a case level is data that is associated to the whole case and cannot (without further information) be directly assigned to single events. In contrast, data on an activity level is directly associated with the specific event (Verbeek et al. 2010). If the data is available for all events, this finer granular level can be aggregated and used as case information. Therefore, we define two profiles that capture the data perspective.

1) Event-level profile

For attributes that are available on event level, the new profile is introduced.

\[
d_{De}(c_x, c_y) = \sum_{d \in D_e} |i_{xd} - i_{yd}|^2
\]

Each case \(c_x\) corresponds to a vector of items \(\langle i_{x1}, i_{x2}, ..., i_{xn} \rangle\). Each item \(i_{xd}\) corresponds to one activity-related data attribute \(d\) in case \(x\). The value of \(i_{xd}\) is computed by the mean over the values of the data attribute related to the same activity appearing in case \(x\).

2) Case-level profile

Using a data attribute (aggregated) on case level, each case is represented by one data value. The case level data distance is calculated using the euclidean distance measure.

\[
d_{Dc}(c_x, c_y) = \sqrt{|i_x - i_y|^2}
\]
Each case \( c_x \) corresponds to one item \( i_x \), where \( i_x \) denotes the value of the data object of case \( x \).

Multiple data profiles, each referring to another data attribute, can be integrated in the overall distance measure. In this running example, cases, which are similar regarding the other two perspectives, are dissimilar regarding the data perspective. The integrated distance measure is the weighted sum of these perspectives. The weights can be set individually and optimized in order to maximize the homogeneity within the clusters.

### 3.4 Trace Clustering Approach and Implementation

The basic idea of the clustering algorithms is to group sets of similar process instances. The similarity of instances is defined by the new distance measure presented before. Instances with low distances between one another are clustered. The resulting groups of instances, the clusters, should have a high distance among one another, whereas the distance between the instances in one cluster, should be low (Thaler et al. 2015). Various clustering techniques exist that can be divided into three main categories – hierarchical, partitioning, and density-based techniques (Han 2005). We do not focus on the strength and weaknesses of these techniques, instead, for a more detailed description of the approaches we refer to the specific literature (Duda et al. 2000). We apply an agglomerative hierarchical clustering algorithm using Ward’s method to derive distances between two clusters. This method does not require an optimal number of clusters in advance and offers transparency of the complete clustering approach. Besides, it leads to comprehensible cluster solutions, computes the complete hierarchy of clusters and performed well in similar studies and is therefore well suited for our experiments (Montani and Leonardi 2014; Weerdt et al. 2013). We implemented and evaluated the proposed approach using R. We have implemented the presented approach, the calculation of the distance measure and the trace clustering approach. The R scripts contain specific sections for (i) importing the source event log; (ii) calculations of the distance matrices of each perspective; (iii) the relative waiting of the perspectives; and (iv) the configuration and execution of the clustering approach.

### 4 Evaluation

Given that the distance measure is a weighted combination of the presented profiles, a high variety of different distance measures is possible. We present an approach to identify the weighting that results in clusters with a high homogeneity and traces that lead to compact process models. The individual use-case determines the appropriate number of clusters, not too many, since they cannot be analysed sensibly, not too little, since heterogeneity is not reduced. We use a process-specific trace characteristic to determine the optimal weighting. Common evaluation metrics (like fitness, generalization, precision, simplicity) determine the quality of process models mainly based on the activity perspective of the corresponding Petri net. We enrich the evaluation by using a process-specific characteristic to show that the resulting clusters have a higher conformance and contain more similar traces.

In this section, we demonstrate the applicability of our approach using two real-life event logs. We present a weighting schema for multi-perspective trace clustering and analyze the importance of each perspectives. Additionally, we evaluate the presented approach against various profile-based distance measures (Appice and Malerba 2016; Song et al. 2009). In order to compare the multi-perspective distance measure with other distance measures, we compute the conformance measures. Therefore, we compare our distance measure to (i) CoTraDiC the multi-view clustering approach (Appice and Malerba 2016); (ii) an equal weighting of the several perspectives; (iii) the isolated perspectives. We apply the clustering using the different distance measures on each log and compare the resulting clusters.

#### 4.1 Experiments with a Hospital Log

We first use a log taken from a Dutch Academic Hospital (called hospital log) (Dongen 2011). The
log contains data about the treatment procedures of gynecological oncology patients. Each patient corresponds to a single process instance. The log consists of 1,143 instances, 675 different activities executed by 117 different resource units. Some cases in the log are declared as urgent. We assume that urgent cases are not only similar regarding the label urgent, but also they have to be similar in terms of executed activities or assigned resources. Furthermore, we assume that the time between two executed activities (the waiting time) is smaller in an urgent case. A patient with an urgent diagnosis should not have to wait long during her treatment procedure. Urgent cases might have a similar low waiting time between two activities. The overall waiting time of a case depends on the number of executed activities. The relative waiting time (adjusted by the number executed activities) is used for further calculations. The waiting time is not explicitly given in the log, but can be derived using the timestamp of the activities. Some patients (104) have a number of activities smaller than three, are treated on one day and have a waiting time of 0. Those instances are not taken into account, because they are already similar and represent a first cluster. This results in 1,039 instances, 655 activities executed by 117 different resource units. Here, 772 cases are non-urgent cases, 267 are urgent.

Figure 1 shows the histogram of non-urgent and urgent cases related to their relative waiting time. It confirms the assumption that urgent cases have a similar low relative waiting time, which lies in an interval of [0; 16] days. In contrast, 452 non-urgent cases can have a similar low relative waiting time, but 320 cases have high waiting times up to 183 days. We clear the log of the information whether a case is urgent or not and try to reproduce this information using the new trace clustering approach. We assume that, with the new distance measure, we are able to cluster the urgent instances together in a homogeneous cluster by using the new proposed perspectives and not particularly knowing whether they are urgent or not. We transform each case of the log along the proposed profiles (activity, transition, resource, case data, and event data).

The optimal weights are identified in order to calculate the distance measure that leads to the most homogeneous clusters based on the chosen characteristic. Therefore, we perform the clustering with all weight-combinations for weights at 0.01 intervals and determine the combination that leads to the cluster allocation representing the highest homogeneity.

The homogeneity is derived, by calculating the maximum percentage of cases with the equal characteristic (urgent or non-urgent) of each cluster, weight it with the number of cases in this cluster, sum it up, and divide it by the overall number cases. In an optimal case, the homogeneity would be 100% (all instances of a cluster are either urgent or non-urgent).

4.2 Experiments with a Traffic Fine Log

The second log contains data of a traffic fine management process (Leoni and Mannhardt 2015). The log contains 150,370 cases each referring to one traffic fine. The “traffic offender” has to pay a fine of a certain amount. In some cases a judge is appealed. We assume this specific activity depends on the duration time of the process of the duration time of specific activities as well as on the amount of the fine that has to be paid. Cases that contain the activity appeal to judge should be similar regarding those data values. With the integrated distance measure it should be possible to detect the cases that involve a judge, without specifically using this information during clustering. For experiments we subset the log so that the relation between judge-cases and non-judge-cases is equal. For evaluation, we want to avoid any bias due to imbalance in the data. The log contains 1,111 instances. Figures 2 and 3 show the histogram of cases regarding the fine amount as well as duration time. The fine amount of cases where a judge is included ranges from 19.95 up to 2,775. In contrast, the fine amount of cases where no judge is needed ranges from 19.95 up to 205.8. Figure 3 shows similar varieties of the duration time. The duration time of cases where a judge
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4.3 Weighting Schema

The weighting is computationally costly. We provide a weighting schema in order to simplify the choice of the optimal weights. To derive the optimal weighting we use process-specific case information. We take a case attribute to define whether traces are similar or not. Regarding the environment of the hospital log, two cases are considered similar, if they have the attribute urgent and not urgent, respectively. Analogously, cases of the traffic log are considered similar, if they include a judge during the execution. In case of long-term evaluation of an event log the exact computation of the optimal weighting makes sense. Given that the event log might change over time because of additional executed cases, the initial event log can be seen as a training data set. The previous computed optimal weighting is still a valid weighting combination that can be used for the enlarged event log.

General Weighting Guidelines

For both event logs, we computed the cluster solutions for different weighting combinations. We analyze the solutions to clarify the relation between the weighting of the single perspective and the respective range of resulting homogeneity. For both logs, we propose general weighting guidelines that can be used for these specific logs, but can be transferred to other event logs as well.

Hospital log: Figure 4 gives an overview of the relation between the weighting of the activity perspective and the resulting homogeneity of the specific clusters. For a weighting between 0 and 0.5, the main number of clusters have a homogeneity of only 0.743 (the minimal homogeneity for separation of urgent/non urgent cases). For a weighting over 0.6, the mean of resulting homogeneity is increasing. But, the weight between 0.9
and I does not lead to the optimal homogeneities. This validates the need of a multi-perspective distance measure instead of the use of isolated measures. We therefore recommend the weighting of the activity perspective to a value between 0.6 and 0.9. The transition profile leads to a homogeneity around 0.76 and 0.78 for weights larger than 0.6. Analysing the resource perspective shows a similar distribution as the activity profile. With growing importance, growing weighting, the homogeneity is increasing as well. For a good weighting, one can determine the weight of one of those both perspectives to at least 0.6.

The histograms of the data perspective per event and per case reveal that high homogeneities only can derived with a weighting less or equal than 0.3.

We set a range for the weight of the activity perspective to larger or equal than 0.6. With this parametrization, we evaluate again the weighting of the other perspectives. The different weighting of the transition profile (Fig. 5) does not lead to clear differences in distributions of homogeneity.

Figure 6 shows the weighting of the resource perspective provided the weighting of the activity perspective. The resource perspective should be weighted in the range between 0.1 and 0.3 to increase to probability to get a result with a high homogeneity. A high weighting of the data perspective “duration time” aggregated for the whole case does not lead to a increase in homogeneity (Fig. 7). We suggest a weighting of that perspective of larger than 0 and smaller than
Figure 4: Hospital log: Relation between weighting of activity perspective and homogeneity

Figure 5: Hospital log: Relation between weighting of transition perspective and homogeneity under constraint activity perspective > 0.6

Figure 6: Hospital log: Relation between weighting of resource perspective and homogeneity under constraint activity perspective > 0.6
0.1. The data perspective on an event level has a higher impact on the homogeneity than the data perspective aggregated on case level (Fig. 8). We suggest a weighting between 0.1 and 0.3.

For a complex log like the hospital log (654 different activities, on average 151 events per case), the main perspectives are either Activity or Resource. The influence of the other perspectives is significant as well to obtain better cluster results. We analyze the histograms for the traffic log. The lowest value of homogeneity is 0.50. The clear correlation between importance of the activity or resource perspective and increasing results in homogeneity as seen for the hospital log cannot be observed (Fig. 9 and Fig. 10). The data perspective duration time on event level seems to have a high impact on the homogeneity (Fig. 11).

We determine the weighting of the perspective duration based on event-level to larger or equal than 0.6 and analyze the influence of the other perspectives. For a weighting of > 0.1 of the activity perspective (Fig. 12) the majority of clusters have a high homogeneity around 0.65. A similar distribution is detected for the transition profile (Fig. 13). The resource perspective (Fig. 14) should be weighted with a value between 0 and 0.2. All other perspectives should be weighted with a value of the interval [0; 0.1]

We apply the activity weighting of the hospital log (activity perspective larger than 0.6) and analyze whether the weighting of the one log can be transferred to the other. By setting the weight for the activity perspective to at least 0.6 the weightings of the other perspectives can be analysed. Again, the important perspectives are resource (Fig. 15) and duration time on event level (Fig. 16). For clusters with high homogeneity the resource perspective and the perspective of the duration time on event level should be weighted between 0.2 and 0.4. The data perspectives on case level are again not as important as the data perspective on event level. The transition profile is not as important as activity or resource perspective.

The characteristics of the traffic log may be an explanation that the weighting of the activity perspective and resource perspective do not have a clear influence on the homogeneity as seen for the hospital log. Traffic log contains 1,111 traces, each trace contains on average 5 events. Overall only 10 different activities are executed. The log is not as complex as the hospital log, that is why the relation between high weighting and high homogeneity can not be detected clearly. But, as shown, the weighting of the hospital log is transferable and results in a set of clusters with high homogeneities as well.

4.4 Evaluation metrics

The objective of clustering traces from a process mining perspective is to facilitate the discovery of process models. We evaluate the clusters by evaluating the process models, which can be mined from the traces of each cluster. In meaningful clusters, all traces belonging to related cases are in the same cluster, unrelated traces are not. Furthermore, clusters are meaningful, when the derived process models are less complex, more comprehensible, and have a high degree of fitness (Bose and Aalst 2009). The process models are generated using the Inductive miner algorithm that is available in the ProM framework (Leemans et al. 2014). The discovered process models are represented in Petri nets. For each real-life event log, a process model from the entire log of traces is computed, as well as one process model from each cluster derived using the different clustering approaches.

Rozinat and Aalst (2008) propose the fitness metric to measure the conformance of the discovered process models to the related trace clusters. With the plugin Replay a log on Petri Net for Conformance Analysis in ProM, the fitness metric is derived (Aalst et al. 2012). Fitness measures the proportion process models capture the observed behavior seen with traces in the event log (Rozinat and Aalst 2008). The fitness of a process model is high (good) if the traces of a log can be replayed in the related process model. Fitness takes values in the range [0; 1]. Apart from fitness values, we measure the precision and generalization of the
obtained solutions using the ProM plugin “Measure precision/generalization” (Adriansyah et al. 2013). Precision determines the model’s ability to disallow behaviour which is not wanted, whereas generalization indicates whether the model is able to avoid overfitting (Broucke et al. 2014). With the intention of achieving the objective of simplifying the model complexity, we compute a two cluster solution for each approach. For the conformance and quality metrics, we calculate the weighted average of each fitness, precision, and generalization value over the resulting clusters per approach (Bose and Aalst 2009). We show that a comprehensive multi-perspective case distance leads to Petri nets with a higher conformance and quality compared to commonly used clustering approaches. We compare the metrics of the entire log to the multi-perspective distance measure to (i) CoTraDic, (ii) the equal weighting of the several perspectives, (iii) the isolated perspectives of the integrated distance measure. The results are shown in Tab. 3. The results show that clustering using the multi-perspective approach improves conformance and quality of both process models. Comparing the multi-view algorithms, we can observe that the multi-perspective approach

Figure 7: Hospital log: Relation between weighting of perspective “case-level duration time” and homogeneity under constraint activity perspective > 0.6

Figure 8: Hospital log: Relation between weighting of perspective “event-level duration time” and homogeneity under constraint activity perspective > 0.6
Figure 9: Traffic log: Relation between weighting of activity perspective and homogeneity

Figure 10: Traffic log: Relation between weighting of resource perspective and homogeneity

Figure 11: Traffic log: Relation between weighting of perspective “event-level duration time” and homogeneity
Figure 12: Traffic log: Relation between weighting of activity perspective and homogeneity under constraint “event-level duration time” > 0.6

Figure 13: Traffic log: Relation between weighting of transition perspective and homogeneity under constraint “event-level duration time” > 0.6

Figure 14: Traffic log: Relation between weighting of resource perspective and homogeneity under constraint “event-level duration time” > 0.6
with optimized weights outperforms the two other approaches. The Co-Training strategy leads to a higher conformance than the entire event log but a lower quality regarding precision and generalization. This shows that the weighting of the several perspectives is a crucial choice in order to gain process models with a higher conformance and quality. The equal weighting of the several perspectives only improves the conformance of the process model in case of the traffic log. Regarding the single view algorithms, it is not observable that one view outperforms the others. The evaluation validates the hypothesis that the proposed clustering approach outperforms other multi-view approaches and the single-view algorithms. The new approach enables increasing conformance and quality of generated clusters.

5 Strengths and Limitations of the presented approach

The presented clustering approach has its strengths but its weaknesses as well. Regarding the strengths, our clustering approach provides the possibility to consider multiple different perspectives and weight them individually. The distance measure is not limited to the presented perspectives. Even further perspectives can be included individually. In the evaluation, we present a way
to discover the optimal weighting of the several perspectives in order to achieve homogeneous clusters. Even more, we propose a set of weights that is transferable to other logs. With the comprehensive multi-perspective clustering approach we are able to discover insights which go beyond a process variant analysis mainly based on an isolated perspective.

Our trace clustering approach has some limitations. For these first analyses, we chose simple metrics to calculate the distance measures of the several perspectives. They may not always capture the real similarity. It is also possible integrating more sophisticated metrics, e. g. considering the similarity of activities based on contextual information instead of labels. The guidelines to determine the optimal weighting result from the analysis of two event logs. Additional experiments on event logs are required to validate the weighting schema. As expected, the computational performance decreases with the size of a process log and the number of cases. Since for good and robust results, a large amount of data is needed, there is trade-off between performance and valid results. In our examples, we used a given characteristic of the process to compute cluster homogeneity. In some scenarios, such a characteristic is not available or has to be detected first. In sum, the multi-perspective clustering approach is an adaptable approach that can be easily applied to other event logs and enables to detect insights on the process log.

6 Conclusions and Future Work

In this paper, we presented a multi-perspective trace clustering approach that leads to more homogeneous clusters of process variants. Our approach is based on a multi-perspective distance measure that integrates activities, resources, and additional data attributes for a comprehensive determination of the similarity between traces. The evaluation with two real-life process logs shows that this approach significantly improves the conformance, quality, and homogeneity of resulting trace clusters. We proposed a weighting procedure and gave general guidelines to determine the optimal weights. We compared our approach to commonly used distance-measures and outperformed them. Our trace clustering approach has some limitations. The computation of the optimal weights is costly. We provide a weighting schema which can be transferred to other logs. And for long-term process log evaluations, the one-time computation of the weights is reasonable. For future work, we plan to combine the approaches of reducing complexity of an event log and simultaneously detect different process variants.
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