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Abstract. Blockchains have been proposed as infrastructure technology for a wide variety of applications. They provide an immutable record of transactions, making them useful when business actors do not trust each other, and their distributed nature makes them suitable for inter-organizational applications. However, widely-used proof-of-work based blockchains are computationally inefficient and do not provide final consensus, although they scale well to large networks. In contrast, blockchains built around Byzantine Fault Tolerance (BFT) consensus algorithms are more efficient and provide immediate and final consensus, but do not scale well to large networks. We argue that this makes them well-suited for workflow management applications, which typically include no more than a few dozen participants. This paper is motivated by a use case in the resource extraction industry. We develop an architecture for a BFT blockchain based workflow management system (WFMS) and present a prototype implementation. We discuss its advantages and limitations with respect to proof-of-work based systems and provide an outlook to future research.
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1 Introduction

Inter-enterprise business processes may include stakeholders in adversarial relationships, that nonetheless have to jointly complete process instances. Trust in the current state of a process instance and correct execution of activities by other stakeholders may be lacking. Blockchain technology can help in such situations by providing a trusted, distributed workflow execution infrastructure.

A blockchain cryptographically signs a series of blocks, containing transactions, so that it is difficult or impossible to alter earlier blocks in the chain. In a distributed blockchain, actors independently validate transactions, add them to the blockchain, and replicate the chain across different nodes. The independent and distributed nature of actors requires finding a consensus regarding the validity and order of transactions and blocks. In workflow execution, it is important that actors agree on the “state of work” as this determines the set of next valid activities in the process. Hence, it is natural to use blockchain transactions to describe workflow activities or workflow states.

Blockchain technology admits many different system designs, and WFMS can be implemented in many different ways on different kinds of blockchain infrastructure. In this paper we explore a novel design for blockchain-based workflow management. Our contributions are twofold:

First, in contrast to prior work, which has focused on proof-of-work blockchains, we examine the use of consensus protocols based on algorithms for Byzantine Fault Tolerance (BFT), recommended by Viriyasitavat and Hoonsopon (2019), and show how a BFT-based blockchain can
be used as workflow management infrastructure. BFT based blockchains are computationally more efficient, provide fast and final ordering and consensus, and, depending on the use case, can offer better resilience to faults or attacks (Viriyasitavat and Hoonsopon 2019).

Second, in contrast to earlier work, we explore the architecture of a blockchain-based workflow management system (WfMS) without smart contracts. Not basing the WfMS on smart contracts allows the easy adaptation of existing workflow engines to the blockchain. Even without the use of smart contracts, the blockchain remains essential as it provides independent validation of workflow activities, distribution, replication, and tamper-proofing.

We describe a prototype WfMS system as a proof-of-concept implementation for an architecture that has not yet seen attention in the literature. We focus on the interface between the blockchain and the workflow engine and the architectural options available for the design of the system. While our prototype is an important demonstration of feasibility, our main contribution is in the identification and discussion of the different architectural choices, and highlighting the existence and feasibility of alternatives to smart contracts on proof-of-work blockchains.

2 Motivating Example and Use Case

Our motivating example is in the mining and resource extraction industry. Resource extraction involves different parties, including the proponent (the mining or extraction company), national, regional and municipal governments, various technical experts and consultants, and, in many countries, indigenous peoples or nations (Sengupta and Kim 2020). Indigenous peoples must be consulted as part of the approval process (OECD 2017). In Canada, for example, the duty to consult rests with the federal government. However, it in turn relies on the extraction industry stakeholders to carry out the consultation process appropriately (Canadian Chamber of Commerce 2016; Gray 2015). The approval and consultation process is complex and frequently suffers from a lack of trust, due in part to prior broken treaty promises (Sen- gupta and Kim 2020). Various guidelines exist for carrying out this process (Canadian Chamber of Commerce 2016; Gray 2015; Indigenous and Northern Affairs Canada 2015; Nishnawbe Aski Nation 2007; OECD 2017) but the precise process and the involved actors are specific to each project. In general, the process involves the preparation and consultation, working with federal departments and agencies, responding to government inquiries, environmental assessment, regulatory decision-making, and ongoing relationship and commitments to indigenous groups (Indigenous and Northern Affairs Canada 2015). Each of these in turn involve multiple activities. To provide but one example, the Nishnawbe Aski Nation in Ontario, Canada has defined its process for consultation in 10 major phases (Nishnawbe Aski Nation 2007).

The important characteristics of this use case are the following:

1. Lack of trust, primarily by indigenous nations
2. Requirement to verify adequate process execution by all stakeholders
3. A small number of known actors
4. Resource disparity (extraction companies control relatively large amounts of financial and other resources)

Characteristics 1 and 2 suggest the use of blockchain technology to address the lack of trust and the verifiability requirements. Characteristic 3 suggests the use of a private blockchain. Characteristic 4 suggests that a proof-of-work blockchain is not suitable, as the extraction company could use its resources to undermine the integrity of such a blockchain. Together, characteristics 3 and 4 suggest the use of Byzantine Fault Tolerance as an alternative ordering and validation mechanism: It is relatively harder even for a single well-endowed stakeholder to control 1/3 of the blockchain nodes than it is to amass > 50% of hashing power (cf. Sect. 5).
3 Conceptual Modelling of Inter-organizational Workflows on Blockchains

**BPMN** is the current standard for process modelling. Inter-organizational processes can be described using choreographies and collaborations. Fig. 1 shows a high-level choreography diagram of the consultation process described by the Nishnawbe Aski Nation (2007). **BPMN** uses message passing for participants to interact and coordinate separate, independent processes. Each choreography task in Fig. 1 is equivalent to a pair of message sending and receiving tasks (or events) in a collaboration. The choreography in Fig. 1 is presented as an example of a choreography and to provide an impression of our motivating use case; it is too abstract for implementation and the choreography tasks need to be further decomposed.

While message passing and choreographies are useful in conceptually modelling multi-party interactions of independent participants and separate, independent processes, the use case we have described (Sect. 2) allows the inter-organizational process to be simplified. As all stakeholders jointly define the process, we define a single process rather than multiple independent processes that are coordinated by messages. Hence, we can describe the process as a **BPMN** diagram with a single pool that represents the set of organizations (stakeholders). In this view, we define each lane to represent a participating organization (Fig. 2). In the blockchain context, we define each atomic lane to also correspond to a blockchain node on which activities are executed. If a participating organization provides multiple blockchain nodes, this should be modelled by nested child lanes.

We note that the process in Fig. 2 is also a high-level description, and much additional detail is required for an executable process.

4 Related Work

This section discusses prior work in the two research areas our work is based on: blockchain technology applied to workflow management, and BFT ordering applied to blockchains.

4.1 Workflow Management and Blockchains

Blockchain-based workflow management has only recently received research attention (Mendling et al. 2018). Two research challenges are the conceptual modelling of blockchain-based workflows and the use of blockchain infrastructure for workflow execution (Mendling et al. 2018).

Blockchains and Conceptual Modelling of Workflows

Blockchains can be used as infrastructure for the collaborative modelling of workflows. The system described by Härer (2018) allows distributed, versioned modelling of private and public workflows, consensus building on versions to be instantiated, and tracking of instance states on the blockchain. The blockchain provides integrity assurance for models.

Another approach to use blockchains for conceptual modelling are knowledge chains (Fill and Härer 2018). This approach provides a permission system for model modifications, a system for storing model elements in blockchain blocks, and can track knowledge provenance. It adapts generic proof-of-work blockchains to store enterprise and process model content together with domain-specific block validation rules.

The modelling of blockchain-based workflows may require blockchain-specific conceptual models. Because transactions on proof-of-work based blockchains are never irrevocably confirmed (though eventually considered to be sufficiently confirmed for acting on, cf. Sect. 5), the BlockME approach provides an extension to **BPMN** that allows modellers to deal with transaction state changes (Falazi et al. 2019a). BlockME also provides an interface between blockchains and the workflow engine, so that workflow tasks can receive messages about transaction status changes and create and submit new transactions. An extension (BlockME2) provides a measure for degree of confirmation in different blockchains and access to smart contracts (Falazi et al. 2019b).
**Figure 1:** Choreography example for motivating use case (resource extraction consultation process)

**Figure 2:** Collaboration example for motivating use case (resource extraction consultation process)
Blockchains and Execution of Workflows

Blockchains can be used as infrastructure for the execution of workflows. A number of workflow execution prototypes implementations have been presented, focusing on the use of “smart contracts”. A smart contract is a software application that is recorded and executed on the blockchain. This application “listens” for relevant transactions sent to it and executes application logic upon receipt of a transaction. For example, the widely used Ethereum blockchain has a Turing-complete virtual machine (VM) for smart contracts and compilers for different programming languages.

In a project driven by a financial institution, a workflow implementation using Ethereum and smart contracts supports digital document flow in the import/export trading domain (Fridgen et al. 2018, 2017). The project demonstrates lowered execution cost, and claims increased transparency and trust among trading partners.

Hukkinen et al. (2017) describe a blockchain-based workflow project in the real-estate domain, also using Ethereum and smart contracts. Hukkinen et al. (2017) claim that the lack of a central agency will make it difficult for regulators to enforce obligations and responsibilities of trading partners.

A blockchain-based workflow execution system by Weber et al. (2016a,b) uses Ethereum smart contracts either as choreography monitors, where the smart contract monitors execution status and validity of workflow messages against a process model, or as an active mediator, where the smart contract controls the process by sending and receiving messages2 according to a process model. BPMN models are translated into smart contracts. Local nodes monitor the blockchain for relevant messages from the smart contract and create transactions for the smart contract. The cost for executing smart contract transactions and the execution latency are recognized as important considerations in the evaluation of the approach. A comparison between the public Ethereum blockchain and the Amazon Simple Workflow Service shows blockchain-based costs to be two orders of magnitude higher than a traditional infrastructure (Rimba et al. 2017, 2018). Hence, optimizing the space and computational requirements for smart contracts is important (García-Bañuelos et al. 2017). BPMN models are first translated to Petri Nets (Dijkman et al. 2008), for which minimizing algorithms are known. The minimized Petri nets are then compiled into smart contracts, achieving up to 25% reduction in execution costs for the required Ethereum blockchain transactions (Weber et al. 2016a,b), while also significantly improving throughput time. Building on lessons learned from Weber et al. (2016a,b), Caterpillar is an open-source blockchain-based workflow management system (López-Pintad et al. 2017). Developed using the Node.js JavaScript runtime it uses standard Ethereum tools, like the Solidity compiler solc and the Ethereum client geth, to provide a distributed execution environment for BPMN-based process models. The Caterpillar system has recently been extended to directly interpret BPMN models. In other words, it provides a workflow management engine developed as a set of Solidity smart contracts for Ethereum, rather than translating individual BPMN models to model-specific smart contract. Lorikeet (Di Cicco et al. 2019) is similar to the original Caterpillar system, also based on BPMN models that are translated to smart contracts for the Ethereum blockchain.

Also working with Ethereum, Sturm et al. (2019) present a system focusing on resource management and extends smart contracts to implement a range of resource allocation patterns.

While most implementations use a flow-based workflow specification, declarative workflows can also be deployed on a blockchain infrastructure (Madsen et al. 2018). This approach is also implemented on the Ethereum platform using Solidity smart contracts.

1 https://ethereum.github.io/yellowpaper/paper.pdf
2 An Ethereum transaction is a message to an externally-owned account or to an autonomous object (smart contract) that is signed by an externally-owned account using its public key identifier. Smart contracts are autonomous objects that can call other contracts by sending messages. As they do not possess a public/private key pair for signing messages, those messages are not considered transactions.
The replicated nature of blockchains means that information is available to all participants. One approach to address this privacy issue in the context of workflow management is the use of access control lists and their enforcement in smart contracts (Pourheidari et al. 2018) or the use of encryption and key exchange patterns to limit visibility of information in smart contracts (Köpke et al. 2019).

Summary and Comparison

With respect to conceptual modelling, in contrast to (Falazi et al. 2019a,b), our work is not based on proof-of-work blockchains, but on BFT-based blockchains with immediate and final ordering and consensus. Hence, modelling of blockchain transaction status is not required. In contrast to (Härer 2018), our system does not include a collaborative modelling component; this is outside of our research scope.

With respect to workflow execution, while existing work varies in terms of architecture, features and capabilities, all existing blockchain-based workflow execution systems are based on proof-of-work blockchains and all use smart contracts. More specifically, all are based on the Ethereum blockchain and its smart contract virtual machine. In contrast, our work is based neither on proof-of-work chains, nor on smart contracts.

4.2 BFT Ordering in Blockchains

Solving the transaction ordering and consensus problems not with computationally expensive proof-of-work approaches but with efficient and provably correct and live algorithms is an important motivator for many blockchain projects. The Hyperledger project of the Linux foundation is an umbrella for a number of BFT-based blockchain implementations. Hyperledger Burrow3 is a blockchain that can execute Ethereum virtual machine code but is based on the Tendermint4 BFT-based consensus algorithm. Hyperledger Iroha5 is based on “YAC”, a proprietary BFT-based consensus protocol, but does not provide smart contracts. Hyperledger Indy6 is a blockchain implementation for decentralized identity management, based on redundant byzantine fault tolerance (RBFT) (Aublin et al. 2013). Hyperledger Fabric7 is a generic blockchain implementation that provides smart contracts, called “chaincode”, which can be written in Go or JavaScript using the Node.js runtime. However, while early implementations used the BFT-SMART ordering protocol (Sousa et al. 2018), recent versions have moved to the simpler, crash-fault tolerant (CFT) RAFT algorithm (Ongaro and Ousterhout 2014).

Examining different blockchain consensus mechanisms in terms of termination time and fault tolerance, Viriyasitavat and Hoonsopon (2019) recommend BFT-based consensus for workflow execution because “it guarantees safety, liveness, and some degree of fault tolerance” and proof-of-work is “impractical since the confirmation settlement is too long and unreliable”. Additionally, proof-of-work is inefficient as it is essentially a competition to expend the most hashing power. This also creates sustainability problems: For example, Ethereum’s energy cost per transaction is approx. 33 kWh for a total annual electricity consumption of over 7 TWh.8

5 Blockchains

A blockchain records transactions in contiguous blocks. A transaction can be any kind of content. Integrity is maintained by applying a hash function to the content of each block, which also contains the hash of the previous block in the chain. Hence, altering a block requires changing all following blocks. In a distributed blockchain, nodes are connected using a peer-to-peer network topology. New transactions may originate on any node and must be recorded in new blocks. Blocks are typically distributed to each node for independent validation and replicated storage. The key

---

3 https://www.hyperledger.org/projects/hyperledger-burrow
4 https://tendermint.com/
5 https://www.hyperledger.org/projects/iroha
6 https://www.hyperledger.org/projects/hyperledger-indy
7 https://www.hyperledger.org/projects/fabric
8 https://digiconomist.net/ethereum-energy-consumption, retrieved on 23 Jan 2020
challenge is to achieve a consensus on the validity and order of transactions and blocks, despite nodes that are characterized by “byzantine faults” (Lamport et al. 1982): they may not respond correctly, may respond unpredictably, or may become altogether unresponsive.

5.1 Public and Permissioned Blockchains

Blockchains may be either public or permissioned (“consortium”). Public blockchains typically have no access control or identity management. Hence, no node can be assumed to be trustworthy. In contrast, a permissioned blockchain has access controls, node operators are generally known and invited to participate, and (some) node operators may be implicitly trusted. The distinction between public and permissioned is not binary, but a continuum (Viriyasitavat and Hoonsopon 2019).

Public chains are typically created to serve a large number (thousands or millions) of anonymous participants. Their advantages include anonymity, universal access, and high trustworthiness as a large number of nodes provide independent transaction validation. On the other hand, public chains require incentives for validation, often in the form of a cryptocurrency, increasing transaction costs. Public chains also provide little flexibility to adapt to special use cases.

In contrast, permissioned chains are typically created for specific use cases with a small number (tens or hundreds) of known participants (Viriyasitavat and Hoonsopon 2019). Advantages of permissioned chains include low transaction costs, high flexibility to adapt to special use cases, identifiability of transaction originators, and access controls. Disadvantages may include relatively lower trustworthiness due to the smaller number of validating nodes, in particular for proof-of-work based blockchains.

Workflow management, and our motivating use case (Sect. 2), is typically the domain of a small number of institutional collaborators, rather than a large number of anonymous participants. As such, it is a good fit with permissioned blockchains.

5.2 Smart Contracts versus Application Code

Smart contracts allow code execution as part of transactions on the blockchain. Advantages include code integrity, as code is part of the blockchain, and a tight integration of application logic with transaction validation. Disadvantages may be limitations of the smart contract language instruction set and the need to re-develop existing application logic.

In contrast, implementing application logic off-chain means that existing applications do not need to be ported, and developers have access to familiar programming languages, code libraries and development tools. On the other hand, transaction validation must call back to the application logic.

Smart contracts ensure that all nodes provide the same validation results, whereas performing validation in off-chain logic places the onus on the developers to ensure identical results for all nodes. On the other hand, it allows developers to develop against a behavioural specification without specifying the exact algorithms or implementation to be used. For WfMS, this means that transparency is lost about the specific details of the workflow implementation, but what is gained is that different workflow systems can interoperate as long as all obey the same behavioural semantics of the workflow specification language; in other words, they agree on which actions are permissible in a particular workflow state.

Smart contracts have great potential in the context of workflow management, as witnessed by the Caterpillar and Lorikeet approaches (Di Ciccio et al. 2019). However, neither Caterpillar in its original version, nor Lorikeet provide a BPMN based generic workflow engine as a smart contract. Both systems compile individual BPMN to specific smart contracts. Given the extensive investment in WfMS by researchers and practitioners, we believe that investigating if and how standard WfMS can be implemented on top of blockchain infrastructure without re-implementation in smart contract languages is worthwhile.
5.3 Proof-of-Work Consensus

Bitcoin popularized proof-of-work for consensus finding and securing the blockchain. New transactions are distributed to all nodes, validated, and added to a transaction pool. Each node can independently propose new blocks based on its latest block and distribute these to other nodes. Depending on network speeds and topology, each node may have a different set of blocks and transactions, and hence may propose different blocks, leading to side branches. Each node considers the longest branch as its current main branch and proposes new blocks based on it. Transactions in side branches are not considered valid. When a side branch becomes longer than the current main branch, the chain undergoes a reorganization. What was the side branch is validated and becomes the main branch. What was the main branch is considered invalid and becomes a side branch. Transactions no longer in the main branch are added back to the transaction pool. Hence, different nodes may consider different blocks and transactions as valid, but as proposed blocks are distributed across the network, nodes will eventually converge on a consensus regarding the valid blocks and transactions and their order in the main branch of the chain.

To limit the rate of new block proposals and to secure the blockchain against attacks, block proposers must solve a hard problem ("proof-of-work", "mining"). Typically, this is to require the block hash to be less than a certain value. A limited block rate allows nodes to achieve eventual consensus, and a hard problem prevents attackers from "overtaking" the creation of legitimate blocks with fraudulent one. Hence, a successful attack requires control of > 50% of the total hashing power of all nodes.

The probability for a transaction in the main branch to become invalid decreases with each block that is mined on top of it, but in principle it is always possible for a block to become invalid. Blockchain communities use rules of thumb for the number of additional blocks required to consider a transaction safe enough to act on. In addition to the lack of finality of consensus, this approach induces significant latency as applications must wait not only for one block but many to be created. Furthermore, applications must actively monitor the status of all transactions of interest, must react to chain reorganizations, and communicate these aspects to the user.

5.4 BFT-Based Consensus and State Machine Replication

In response to the drawbacks of the proof-of-work consensus, i.e. latencies, no finality of consensus, and required processing power, provably correct ordering algorithms based on distributed systems research have seen a resurgence in interest. Most of the ongoing research can be traced back to a practical method for achieving byzantine fault tolerance (PBFT) (Castro and Liskov 2002; Lamport et al. 1982). PBFT achieves consensus on the order of requests using a set of fully-connected ordering nodes. Tolerating up to \( f \) faulty nodes requires \( 3f + 1 \) total nodes. However, resilience is not directly comparable to proof-of-work consensus that requires > 50% of hashing power for a successful attack. Especially in small networks, computing power may be easily concentrated in a single high-powered node, but gaining control over 1/3 of nodes is difficult when there is lack of trust among participants, as in our motivating example (Sect. 2).

Protocol

PBFT is a three-stage protocol. Every ordering consensus is established by a specific set of nodes ("view"), with a leader or primary node. A client sends a request to all nodes. The leader proposes a sequence number for the request and broadcasts a pre-prepare message. Upon receipt of a pre-prepare message, a node broadcasts a corresponding prepare message if it has itself received the request, has not already received another pre-prepare message for the same sequence number, and is in the current view. This indicates the node is prepared to accept the proposed sequence number. Nodes then wait to receive \( 2f \) matching prepare messages, indicating that \( 2f + 1 \) nodes are
prepared to accept the proposed sequence number for the request. When a node has received $2f$ identical prepare messages, it broadcasts a commit message to all nodes. Each node then waits to receive $2f$ identical commit messages, indicating that $2f + 1$ nodes have accepted the proposed sequence number for the request. Upon committing, the node executes the request and sends a reply message to the client. The client waits for $2f + 1$ identical replies, which indicates that a consensus has been reached on the sequence number of the request.

The leader is not a central authority and is changed by consensus, also using a three-stage protocol. When a node suspects the leader is faulty (fails to propose, or sequence numbers too high or low), it broadcasts a viewchange message with information about the current state and pending requests. When a node has received $2f$ matching viewchange messages, it responds with a viewchange-acknowledgment message to the proposed new leader, if its current state and pending requests matches those of the viewchange messages. After receiving $2f$ viewchange-acknowledgment messages, the new leader broadcasts a newview message with the current agreed state and set of pending requests (cf. Castro and Liskov (2002) for details).

Consensus request sequencing is closely related to state machine replication (SMR): Every node maintains a state that can be changed by client requests. When every node begins with the same state and executes requests in the same order, the state machine is replicated.

**BFT SMART**

BFT-SMART (Bessani et al. 2014) is a software library built around the PBFT protocol and adds dynamic view reconfiguration (nodes can join and leave views), and the MOD-SMART (Sousa and Bessani 2012) collaborative state transfer system.

Collaborative state transfer is useful when nodes create state checkpoints at different times (“sequential checkpointing”). Due to the lack of multiple identical checkpoints, a simple quorum protocol cannot be used. Instead, “collaborative state transfer” (Bessani et al. 2013) provides checkpoint and log information from multiple nodes in a way that allows a new node to verify its correctness.

BFT-SMART provides a simple programming interface. The client-side interface allows submission of requests. Applications implement a server-side interface, encapsulating the state machine, that receives ordered requests in consensus sequence from the library for execution. Replies are sent back to the requesting client. Operation requests are simple byte arrays and opaque to the library, the client- and server-side applications must serialize and deserialize these in a meaningful way. View reconfigurations (adding or removing a node, or changing the level of fault tolerance) are special types of requests but are treated as any other request for ordering and consensus purposes.

For state management, the server-side application implements methods to fetch and set state snapshots, also serialized as byte arrays. Requests are logged and the state is periodically checkpointed. When a node joins a view, it is sent the latest checkpointed state using collaborative state transfer, and any requests after that checkpoint are then replayed, allowing the server state to catch up to the consensus state.

BFT-SMART has been proven to be correct and live, i.e. it will provide the same sequence of operations to all nodes and will not deadlock (Bessani et al. 2014). In terms of throughput, a system with four nodes ($f = 1$) has been shown to support more than 15,000 ordering requests (1kB size) per second with latencies around 10 milliseconds on a local network. The performance decreases linearly as fault tolerance (and hence the number of nodes) increases: A system with 10 nodes ($f = 3$) has been shown to support more than 10,000 requests per second (Bessani et al. 2014). These synthetic benchmarks do not indicate realistic application performance: There were neither client-side nor server-side applications, requests were only ordered and then dismissed. We report performance figures for our WfMS prototype in Sect. 7.
Summary

BFT-based ordering avoids the latency, lack of finality and computational demands of proof-of-work consensus. On the other hand, its three-stage protocol imposes significant communication overhead and requires fully-connected nodes. Fault tolerance in BFT increases linearly with the number of nodes, but performance decreases due to additional communication. Vukolić (2015) presents a comparison of proof-of-work and BFT consensus, shown in Tab. 1. The different strengths and weaknesses of the two consensus mechanisms suggest that BFT-based ordering is a good fit with small, permissioned blockchains in the workflow management context.

6 Architecture and Design Choices

The main component of a WfMS is the workflow engine, which interprets the workflow model and enables work items for manual execution or execution by external applications (Hollingsworth 1995). Prior work (Sect. 4) has deployed the workflow engine on the blockchain itself. For example, by compiling a workflow model to a smart contract, the contract forms a workflow engine for a specific workflow model. Alternatively, blockchains can be treated as a trusted infrastructure layer for generic off-chain workflow engines, using the blockchain only for storing and sharing the state of work and achieving consensus on that state. To our knowledge, there has been no such implementation using BFT-based, or any other, ordering mechanisms.

6.1 Services

Ordering, block management, and the workflow engine are the three main services in our system architecture. In contrast to proof-of-work based blockchains, our architecture requires no mining service, no transaction service to manage pending transactions, and no virtual machine to execute or validate smart contract operations.

Ordering Service

The ordering service in our prototype uses the BFT-SMART library (Bessani et al. 2014). It consists of a client adapter and a server. The client adapter receives new transactions from clients and submits them to the ordering layer. Once ordered, the ordering layer submits the transactions in consensus sequence to the ordering service server in order to add them to the blockchain. The ordering service server maintains as its state information a record of the latest block hash and block number, as well as a queue of pending transactions. When a sufficient number of transactions has been collected, the ordering service creates a new block and clears the transaction queue. The ordering service server returns the hash of its state as a result to the originating client adapter and client, allowing clients to detect lack of consensus and also compare consensus state to their local ordering service server state. Clients can also request the latest block hash.

Block Service

The block service stores the blockchain, may exchange blocks with other nodes, and verifies the integrity of the blockchain.

The block service uses a peer-to-peer network for block exchange with new and recovering nodes. This network is distinct from the network layer of BFT-SMART and is not fully connected. Block exchange is required only when a node begins operation and enters an ordering view. At that point, the ordering service state is first updated through the BFT-SMART state replication mechanisms. The block service then compares its latest block to the latest hash it requests from the ordering service. The latter is assumed to be authoritative as it reflects consensus. Verification of the blockchain then proceeds backwards from the block with the latest hash. Any missing blocks are requested from other peers and verified prior to adding them.

Workflow Engine

The workflow engine maintains information about workflow instances (cases) and workflow model definitions. It receives workflow transactions from new blocks that are added to the chain, updating
the state of each process instance and creating work items accordingly. Through the worklist, it manages user interactions with work items and execution of external applications by work items.

In principle, a system architecture can encompass $l$ ordering services, $m$ block services, and $n$ workflow engines, possibly distributed on different network nodes. However, as the absence of trust among participating actors is a key motivation for the use of blockchains, we assume that every participant requires its own independent workflow engine, block service, and ordering service, i.e. $l = m = n$. This assumption significantly simplifies the architecture and its implementation. It allows for tighter coupling of the three components using local method calls instead of network requests with their associated latency and serialization requirements. New blocks can be created and stored locally on each node from ordered transactions instead of being propagated on a peer-to-peer network, and valid transactions can be immediately executed on each node by the local workflow engine. Fig. 3 shows the architecture of our system.

6.2 Basic Operation

The red arrows labelled with numbers in Fig. 3 indicate the steps of handling a workflow transaction in our system:

1. The user or an external application completes a work item in worklist.
2. The transaction is created and passed to the ordering service client adapter.
3. The transaction is submitted to the ordering service.
4. The transaction is passed in consensus order to the ordering service server of all nodes.
5. Every ordering service server validates the ordered transaction with its workflow engine.
6. A new block is created and passed to the local block service.
7. The block service notifies the workflow engine of the new block and its transactions.
8. The workflow engine updates the state of running cases and creates new work items for the local worklist.
9. Every ordering service server responds to the requesting ordering service client adapter with its last block hash and hash of its transaction pool.

The green arrows labelled with letters in Fig. 3 indicate the block exchange mechanism when a peer node is started.

A. The block service queries the ordering service server for latest hash and transaction number.
B. If the block service determines it is missing blocks, it broadcasts a block request to all other nodes.
C. The block services receive block requests.
D. The block services assemble blocks into response message.
E. The block service receives requested blocks and verifies the blockchain integrity.

<table>
<thead>
<tr>
<th></th>
<th><strong>Proof-of-work</strong></th>
<th><strong>BFT ordering</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Node identity (typically)</td>
<td>open, anonymous</td>
<td>permissioned, identified</td>
</tr>
<tr>
<td>Consensus finality</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>Scalability (ordering nodes)</td>
<td>excellent</td>
<td>limited</td>
</tr>
<tr>
<td>Scalability (clients)</td>
<td>excellent</td>
<td>excellent</td>
</tr>
<tr>
<td>Throughput</td>
<td>limited</td>
<td>excellent</td>
</tr>
<tr>
<td>Latency</td>
<td>high</td>
<td>low</td>
</tr>
<tr>
<td>Correctness proof</td>
<td>no</td>
<td>yes</td>
</tr>
</tbody>
</table>

*Table 1: Comparison between proof-of-work and BFT-based blockchains, adapted from Vukolić (2015)*
In step A, note that the ordering service is started before the block service and receives the latest hash and transaction number through state exchange from other nodes. The block request in step B contains the lower and upper block numbers required by the node. In step B, the block service begins by querying one random peer. If it receives no response, it queries an increasingly larger number of peers for blocks. In step D, other nodes only respond if they can satisfy at least the upper block number, as verification of a blockchain proceeds backwards. In step E, if the blockchain contains the most recent block but is missing individual earlier blocks, the block service will successively request these blocks from the peer it has most recently received blocks from. If this fails, it will again broadcast a query for a specific block. As fragments of the blockchain and individual blocks are added, the block services successively verifies the chain integrity beginning with the latest block and the last hash received from the ordering service.

6.3 Block Creation

In a typical proof-of-work blockchain, new blocks are created by a mining service and then distributed among nodes. The same is possible in our approach. New blocks can be passed as replies from the ordering service servers back to the ordering service client that requested the add-transaction operation which triggered the block creation. That node’s block service then distributes the new block to other nodes using the peer-to-peer network. A more efficient alternative, made possible by the fact that every node contains both an ordering service and a block service, is to have every ordering service pass the new block directly to the local block service upon creation. As the order of requests is identical for all nodes, the blocks will be identical. This tighter coupling between ordering service and block service reduces the communication overhead for the peer-to-peer network and avoids latencies due to the block distribution. The peer-to-peer network is still required for block exchange with new or recovering nodes.

6.4 Block Size

In proof-of-work blockchains, blocks contain multiple transactions. The block size is a trade-off between desired transaction throughput, available hashing power, desired block creation rate, available network bandwidth, and tolerance for latency.
A transaction may be “pending” for some time until it is included in a block and at a “safe” depth. In contrast, in BFT-based systems, there is no expensive mining and, in our architecture, no distribution of new blocks across a network. Hence, there is no reason to delay block creation and for blocks to contain multiple transactions: The blockchain becomes a chain of transactions.

Moving to a chain of transaction has another advantage. Proof-of-work systems order transactions between different blocks, but the order of transactions within a block is not defined: Transactions may be included in the same block as long as they are not mutually contradictory. Block miners ultimately impose an order, but this order is arbitrary. This means that as pending transactions are collected, they must be validated against the entire set of pending transactions to ensure they are not mutually conflicting. In a chain of transactions, a new transaction need to be validated only against the immediately prior one.

6.5 Ordering State
As the BFT-SMART library provides exchange of state information with new and recovering nodes, a decision must be made on what constitutes the state of each node. We considered two options. First, the state can comprise the entire blockchain. Second, the state can be reduced to comprise only the latest block hash. The first option means that the entire blockchain is part of the replicated state in BFT-SMART, removing the need for a peer-to-peer network with block exchange protocol. While easy to implement by serializing the blockchain into the BFT-SMART state snapshot, this option is feasible only for low-volume blockchains due to the complex and communication-intensive collaborative state transfer mechanism in BFT-SMART (i.e., a few megabyte). However, we anticipate larger volume for our motivating use case and typical workflow uses.

6.6 Workflow State or Workflow Operations
A transaction may represent workflow operations such as defining a new workflow model, launching a new case, executing an activity, aborting or cancelling a case, or removing a workflow model.9 Upon activity execution by the user or an external application, the worklist handler submits an activity execution transaction that includes the activity name and case ID, as well as input and output data values. Once received by the workflow engines after ordering and inclusion in the blockchain, the workflow engines advance the state of the case as per the workflow specification semantics (e.g. workflow nets or BPMN).

Alternatively, a transaction may represent a workflow instance state, i.e. data values and enabled activities, without capturing the activity execution itself.10 Upon activity execution by the user or an external application, the worklist handler advances the state of the case as per the workflow specification semantics (e.g. workflow nets of BPMN), and submits this new state as a transaction.

The first option requires the workflow engine to maintain its own state of the workflow (i.e. information about workflow models, running instances, data values and enabled activities). Constructing this state means reading the blockchain forwards from the genesis block and replaying transactions. State updates are done by executing transactions in new blocks. While reducing the amount of information stored on the blockchain, as only changed information is recorded, this option requires significant effort in managing the separate state and ensuring it is consistent with the blockchain record. However, this option is useful when an existing workflow engine that already maintains state is to be adapted to the blockchain infrastructure. In contrast, the second option makes the workflow state available by reading the blockchain backwards from the head to identify the latest state for

---

9 In this paper we focus on workflow execution; management and versioning of workflows models and updating of running cases are outside the scope of this work. Conceptually, they are easily added as another type of transaction to be handled by the workflow engine in the appropriate way.

10 Here too, model management and versioning is conceptually easy to add as another transaction type to be handled.
each process instance. State updates are done simply by copying workflow states from blockchain transactions as new blocks are presented. Not maintaining separate state significantly simplifies the workflow engine design but leads to more information being stored on the chain. In contrast to public proof-of-work chains like Ethereum, where the transaction originator pays for storage and computation to incentivize mining, this is not necessary for private BFT-based blockchains.

6.7 Summary

In summary, the trust requirements for blockchains imply that every node includes an ordering service, a block service and a workflow engine. Using BFT-based ordering instead of proof-of-work simplifies issues such block creation and block size. The only significant design decision is whether to store workflow state or operations on the blockchain. This choice is primarily driven by the design of the workflow engines; existing engines are likely to work with operations, not complete workflow instance states. As we developed a custom workflow engine prototype to demonstrate our architecture, we chose to simplify the implementation and store workflow instance states.

7 Prototype Implementation

We implemented a prototype based on the architecture in Sect. 6 in Java. The source code is available, as well as a video demonstration. Fig. 4 shows a screenshot of our prototype.

We implemented a permissioned peer-to-peer infrastructure with a pre-defined list of participating actors, each identified by a public/private key pair. To keep our prototype simple, actors are identified by their internet address rather than their public keys, so that we can omit an address resolution layer. The P2P layer is implemented using Java sockets and serialization. P2P and BFT-SMART ordering service messages are cryptographically signed and verified. Tab. 2 lists the message types on our peer-to-peer network.

Each P2P node has an outbound server that establishes connections to other peers, and an inbound server that accepts and verifies connection requests from peers. Each connection is served by a peer-connection thread, which in turn uses inbound and outbound queue handler threads to receive and send messages. Incoming messages are submitted to the inbound message handler which passes them to the appropriate service. Nodes can join and leave the peer-to-peer network at will. When a node joins, it tries to open connections to running peers. The first peer to be contacted will initiate a view change in the BFT-SMART ordering service to include the new peer on that layer as well.

Upon starting of a node, the BFT-SMART layer will first update state information from other nodes in the view. Next, the block service will identify missing blocks and request them from peers. Once the blockchain is complete and verified, the workflow engine reads the blockchain to get the latest state for each workflow instance.

Our system knows two transaction types. A *ModelUpdate* transaction installs a new workflow model definition. An *InstanceState* transaction contains a state of a workflow instance. It is submitted after a new case has been launched or a work item has been executed. Extensions to terminate cases and invalidate model definitions are readily possible. We have not included such extensions in order to focus on the relationship between workflow engine and blockchain infrastructure.

To keep our prototype simple, our workflow specifications are based on Petri nets (Aalst 1998). While Sect. 3 presented conceptual models using BPMN, much of BPMN, including multiple instances, messages, event-based gateways and exceptions, is conceptually translatable to Petri Nets (Dijkman et al. 2008). Each Petri net transition specifies a workflow activity. The workflow engine keeps track of the Petri net markings and case data, and can detect deadlocked and finished cases to remove them from the worklist.

Each activity is associated with a single node. Sect. 3 noted that BPMN lanes can be used to specify blockchain nodes. This partitioning of

---

11 https://joerg.evermann.ca/software.html
12 https://joerg.evermann.ca/BlockchainDemo.html
Figure 4: Screenshot of prototype

<table>
<thead>
<tr>
<th>BlockRequest</th>
<th>Requests a block with a specific hash from one or more peers</th>
</tr>
</thead>
<tbody>
<tr>
<td>BlockSend</td>
<td>Sends a block to one or more peers</td>
</tr>
<tr>
<td>BlockChainRequest</td>
<td>Requests multiple blocks within a hash range from one or more peers</td>
</tr>
<tr>
<td>BlockChainSend</td>
<td>Sends multiple blocks to one or more peers</td>
</tr>
</tbody>
</table>

Table 2: Message types
the process to different nodes does not form the entire resource perspective of the workflow but is used only to signal each node whether to act on a transaction. Each node can provide its own local resource management by defining roles or other organizational concepts and performing further work item allocation within each node. Our model specifications provide options for the process designer to specify this information.

External method calls are specified as calls to static Java methods, and are performed synchronously by the workflow engine upon work item enablement.

The data perspective is implemented as a key–value store. We currently admit only simple Java types as we implement a GUI for these; an extension to arbitrary types is readily possible. Each workflow instance has a set of data variables. When a transition is enabled, a work item is created for it and its input values are filled from the values of the workflow instance. The work item is then added to the local worklist or externally executed. After a work item is completed (manually or through execution of an external application), output values are written back to the workflow instance which is then submitted as an InstanceState transaction to the ordering service. The workflow designer can specify constraints on data values using arbitrary Java expressions. Constraints are checked during validation of an InstanceState transaction.

The ordering service, workflow engine and the block service have a simple interface (Tab. 3). The ordering and block services can call on the workflow engine to validate transactions against the current workflow state. Validation checks that a workflow instance’s new Petri net marking is reachable from the current Petri net marking of the workflow instance. Validation also checks the data constraints. The block service receives new blocks from the ordering service and passes them to the workflow engine. In the other direction, the workflow engine or the worklist UI can submit new transactions to the ordering service after a work item has been completed. Finally, the block service can request the latest hash from the ordering service on joining the network or recovering from a fault.

From the user’s perspective, our system is little different from a traditional WfMS. In proof-of-work systems, the user or the workflow must be aware of and react to possible transaction invalidation, blockchain reorganization, eventual (delayed) consensus and transactions pending their required “assume safe” mining depth, as witnessed by the BPMN extensions developed by Falazi et al. (2019a,b). In contrast, because of immediate and final consensus, our prototype behaves similar to traditional prototypes, with no pending transactions or latency for block mining. The execution status of workflow activities cannot change and need not be monitored or reported to the user. The user experiences a fast and responsive system, even in this prototype state.

8 Evaluation

This section evaluates our architecture and prototype on two dimensions. The first subsection examines performance, especially transaction throughput, while the second subsection evaluates the strength of the correctness guarantees made by our architecture and implementation.

8.1 Performance

While BFT-SMART has been subjected to synthetic benchmarks (Sect. 5.4), those indicate best-case performance and do not include application performance. In tests of our prototype workflow system, we achieved a throughput rate on a laptop computer with an Intel i7 4702HQ CPU (quad-core) and 16 GB RAM of approx. 85 workflow transactions per second. These transactions included launching cases (Petri nets with 7 transitions and 8 places) and performing workflow activities for each case to completion. We executed four WFMS nodes on the same machine, i.e. tolerating one faulty node. We have not yet profiled our prototype for code optimization. Improved performance could also be achieved by using separate machines on a local network or using the batch processing mechanism of BFT-SMART. However, our results compare well to
validateTransaction(tx)  | Ordering service asks workflow engine to validate a transaction (cf. arrow 5 in Fig. 3)
receiveBlock(block)  | Block service receives a new block, stores it, and passes it to the workflow engine (cf. arrow 6 in Fig. 3)
addTransaction(tx)  | Workflow engine or worklist UI submits a new transaction to the ordering service (cf. arrow 2 in Fig. 3)
getLatestHash()  | Block service requests the latest hash from the ordering service (cf. arrow A in Fig. 3)

Table 3: Interfaces between ordering service, block service and workflow engine (directions from the perspective of the ordering service)

those reported for a proof-of-work approach by Rimba et al. (2018), who report an average of 5.7 workflow transactions per second on a private Ethereum blockchain using an AWS m3.xlarge instance with more powerful CPUs.

While throughput (transactions per seconds) is a key performance metric for many blockchains and consensus algorithms, we believe it is less important in the workflow management context. Especially workflows with mostly manual activities and use cases with fewer participating actors (dozens), such as in our motivating example (Sect. 2), are unlikely to require a high sustained throughput. Even the largest organizations are unlikely to require sustained throughput of thousands of workflow transaction ordering operations per second.

8.2 Correctness Guarantees

Smart contract based systems like Caterpillar that deploy the workflow engine (model-specific or interpreted) on the blockchain enforce workflow consensus for every node as the workflow state is represented by the smart contract state. Submitting a transaction for an illegal workflow activity by a faulty or malicious node will cause the smart contract to retain the legal state and dismiss the workflow activity. Submitting a transaction with an invalid smart contract state will cause the transaction to be ignored by miners.

In contrast, our approach guarantees that the majority of nodes (and workflow engines) will arrive at a consensus about the current workflow state, assuming that the majority of nodes is not faulty or malicious (BFT approaches can tolerate up to $1/3$ malicious nodes). When a node submits a transaction for an illegal workflow activity, the non-malicious majority nodes will each, individually and separately, reject the workflow activity. Hence, the majority consensus response is a “no change” response (specifically, the consensus ordering nodes return the hash of the last block instead of a new one), signalling that the workflow state has not changed. This indicates to the requester that it is either faulty or malicious. The requester can then, if faulty, request the correct BFT ordering state and rebuild its blockchain by transferring blocks from consensus nodes. A limitation of this approach is that faulty nodes can only detect their own fault once they submit a transaction; i.e. they cannot detect their own faults while they are only receiving transactions in new blocks.

When a node needs to catch up with the blockchain, the BFT-SMART state replication ensures that it receives the consensus last hash as state from the running ordering nodes. With this, it is able to detect incoming bad blocks as they are transferred. In general, assuming that there is a valid consensus on the ordering state (i.e. the last block hash), a node can always verify its blockchain and, if required, rebuild it by requesting blocks from other nodes.

They key difference between proof-of-work approaches and ours is that blocks are not created on a single node but on every node separately and concurrently. That is, the challenge is not
to identify and reject bad (malicious) blocks as they are transferred, but only to ensure consensus ordering. The assumption of a majority of non-faulty nodes then ensures a majority of nodes with the correct workflow state.

9 Limitations

Throughput and Scalability
While our approach has lower latency and higher throughput, unlike proof-of-work chains it does not scale to a very large number of nodes; it is limited to an order of tens to (low) hundreds of nodes. Given these characteristics, architectures such as ours are suitable for permissioned blockchain applications using a small group of participants, as in our motivating use case (on the order of tens to hundreds). The low latency and high throughput also make them suitable for fast-moving processes, where activities are of short duration or must follow each other quickly. For example, our transaction throughput time is well below one second, whereas many proof-of-work blockchains operate at latencies on the order of minutes. However, our approach is not suitable for large or public blockchains.

Resilience
An often discussed type of attack on a proof-of-work based blockchain requires a malicious actor to control the majority (> 50%) of the hashing power of all nodes. In contrast, attacking a BFT-based system requires control of more than 1/3 of all nodes. Under the assumption of equal hashing power in all nodes, the proof-of-work based blockchain appears more resilient to attacks. However, in many use cases, this assumption is unlikely to hold. Small networks and networks where a few actors control significant resources are particularly prone to an imbalance in hashing power. Our motivating use case (Sect. 2) is an example of such a situation where it is easy for a single actor (the mining company) to successfully attack a proof-of-work blockchain. In contrast, attacking a BFT-based system cannot be done by concentrating computational power but requires control of more than 1/3 of all nodes. This is difficult to achieve in the absence of trust among actors and in private or permissioned blockchains where new nodes cannot be introduced arbitrarily (see also Tab. 1 for a comparison). As a result, resilience to attacks and faults cannot be easily compared between proof-of-work and BFT-based blockchains; it is context and application dependent.

Workflow, Trust, and Fault Tolerance Requirements
In our approach, the number of nodes must strike a balance between the requirements of the workflow, the level of fault tolerance, and the performance of the system. The number of ordering nodes is determined by the desired level of fault tolerance, whereas the number of workflow nodes is determined based on the use case and the number of participating actors. A use case requiring more ordering than workflow nodes (e.g. because some actors share a workflow engine but do not wish to relinquish control over the trusted blockchain infrastructure) can be accommodated by nodes that are not assigned any workflow activities. On the other hand, when a use case requires more workflow nodes than ordering nodes (e.g. because groups of actors trust each other), the excess ordering nodes decrease performance due to the BFT protocol communication overhead. This drawback can only be addressed by relaxing the trust requirements, i.e. groups of actors must partially trust each other, so that the 1 : 1 correspondence between ordering service, block service, and workflow engine can be relaxed.

Workflow Features and Language
Our implementation is not meant to be a fully-featured WfMS: It provides basic functionality to demonstrate in principle the feasibility of using BFT-based blockchains for workflow execution, and to study the interface and interplay of a workflow engine with blockchain infrastructure components. The WfMS features themselves are not the focus of this research. Hence, there are many limitations in our prototype workflow engine. While most BPMN modelling elements can be translated to the Petri Net workflow specifications used by our workflow engine, our workflow engine cannot
receive messages from the external environment or handle timed events, both important BPMN modelling features. In particular, timed events may be a challenge for a distributed blockchain infrastructure that does not offer synchronized clocks; time synchronization on the blockchain is an active research field in itself (e.g. Fan et al. 2018). As noted above, model management is not currently performed by our prototype implementation. While versioning and distribution of workflow models itself is readily added, updating running cases is a complex issue in itself (e.g. Dias et al. 2003; Joeris and Herzog 1998; Kradolfer and Geppert 1999).

**Public and Private Workflows**

BPMN choreographies describe interactions of independent actors and define the public coordination points between otherwise private workflows. In contrast, in our motivating use case the actors jointly define a public process for consultation on resource extraction. The idea that the blockchain-based workflow system needs to capture only the public interactions of a larger public/private set of processes has not been discussed in the blockchain workflow literature or identified as a research challenge (Mendling et al. 2018). Consequently, work on systems like Caterpillar or Lorikeet, as well as this work, focuses on the execution of workflows on the blockchain, and assumes public workflow. The integration of blockchain-based public workflows with off-blockchain private workflows remains as a challenge for future research, both at the technology and at the conceptual modelling level.

**10 Conclusions**

Previous work on blockchain-based WfMS has focused on smart contracts and proof-of-work based blockchains. In particular, all prior work uses the Ethereum blockchain. However, proof-of-work-based systems have significant drawbacks in terms of processing power requirements, latency, and the lack of final consensus. In this work, we have shown that a BFT-derived ordering and consensus method is a suitable WfMS infrastructure. Even without the use of smart contracts, the use of a blockchain remains essential, as it provides independent validation of workflow actions, distribution, replication, and tamper-proofing to workflow management systems.

While there are limitations to the BFT-based approach (Sect. 9), our approach has significant advantages over proof-of-work based approaches:

- Our system is cheaper to operate than public proof-of-work blockchains that incentivise block mining through cryptocurrencies as there is no expensive mining that needs to be paid for, either as real electricity cost or as cryptocurrency exchange. While proof-of-work based blockchains may be deployed privately, they are then open to increased risk of attack (Sect. 9).
- Our system provides immediate and final consensus. This means that from both the workflow modeller’s perspective and the user’s perspective, the system looks and behaves like a traditional workflow engine. Neither the workflow designer nor the user need to deal with issues of transaction status or eventual transaction invalidation.
- Our system provides a greater throughput than proof-of-work based approaches.
- Not relying on smart contracts enables porting of existing feature-complete workflow engines, such as the open-source YAWL\(^{13}\) (Hofstede et al. 2009) or Bonita\(^{14}\) systems, to blockchain infrastructure. This allows a richer workflow language and leverages existing implementations. We have identified this aspect as our next research challenge.

To conclude, this paper has presented a prototype implementation for an architecture that has not yet seen any attention in the blockchain-based workflow literature. We have implemented a BFT-based system as recommended by Viriyasitavat and Hoonsopon (2019) and shown that this infrastructure is suitable for WfMS. We have

\(^{13}\) http://www.yawlfoundation.org

\(^{14}\) https://www.bonitasoft.com
shown how workflow engines can be fit onto a blockchain infrastructure without implementing them as smart contracts, paving the path to future work of adapting existing workflow engines to use blockchains as infrastructure for communication, persistence, replication, and trust building.

References


Canadian Chamber of Commerce (2016) Seizing six opportunities for more clarity in the duty to consult and accommodate process. https://www.chamber.ca/download.aspx?t=0%5C&pid%5C%=fe59e29c-777a-e611-b1a1-005056a00b05


