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Editorial Preface

This issue grew out of our desire to thank Hein-
rich C. Mayr for his various contributions to the
scientific community. Thus, we dedicate this col-
lection of inspiring articles a great boss, teacher,
colleague and last but not least friend. His con-
tributions have been celebrated at the UNISCON
2008 on occasion of his 60th birthday, in an official
ceremony at the Alpen-Adria Universität Klagen-
furt on occasion of his 65th birthday where he
received the Golden Medal of the city of Klagen-
furt, and at the INFORMATIK 2016 on occasion
of his transition to emeritus status.

Heinrich’s work always had a strong focus on
human-centred informatics as an integral part of
research. Moreover, Heinrich has made contri-
butions to different areas of computer science:
conceptual modelling for information systems,
software and requirements engineering, computa-
tional linguistics, ontologies, model quality, con-
text modelling and model centred architectures,
all with a strong focus on user centredness and
practical applications in areas as active assistance
or medical domains.

All articles in this issue are related to concep-
tual modelling, an increasingly important topic in
informatics and a main research area of Heinrich
C. Mayr. As the ability of modelling is one of
the fundamental cognitive skills of human beings
and a method used in various domains up to and
including our private life. Clearly, also conceptual
modelling is used in a large variety of fields and
the number of application areas is still growing.

We thank all authors and colleagues contribut-
ing to this issue and sharing their research ideas
with us and the community. The articles range
from Fundamentals of Conceptual Modelling,
different modelling approaches like Petri Nets,
Business Process Modelling, and Ontology-Based
Modelling, Software and Requirements Engin-
eering, Model Driven Engineering and Database
Modelling to Conceptual Modelling and Applica-
tions.

We wish all readers great insights into chal-
lenging research topics in the area of conceptual
modelling and inspiring ideas for further work.

Most of all, we would like to thank Heinrich.
As a (Co-)Author and Editor of more than 210 sci-
entific publications, supervisor of more than 100
master and diploma theses, 25 doctoral theses and
several habilitation projects as well as program
committee chairman and member of numerous
international scientific conferences, he is a great
role model: he conducts research passionate and
on topics relevant to society in general, he always
looks for practical applications of his theoretical
approaches, and he was and is always willing
to contribute to the international scientific com-
munity. Thank you for being inspiring, creative
and passionate and that you have allowed us to
walk a part of your way with you.

Judith Michael
Claudia Steinberger
Vladimir A. Shekhovtsov
Suneth Ranasinghe
Fadi Al Machot
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volodymyr.shekhovtsov@aau.at
suneth.ranasinghe@aau.at

Dr. Fadi Al Machot
Leibniz Center for Medicine and Biosciences
Research Center Borstel, Germany
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About Heinrich C. Mayr

Since this issue is dedicated to the 70th birthday
of Heinrich C. Mayr, join us now on this tour
through his life:

Heinrich was born on 1/2/48 – since this date is
building a series whose terms are the successive
powers of two, a perfect birthday for a computer
scientist. Born in Miesbach, in the south of Ger-
many, he grew up in Bavaria (Rosenheim and
Munich) and moved to Karlsruhe, when his father
was appointed there as a judge at the Federal court.

With regard to the main focus of his school
education, it was not self-evident that he would
become a professor of computer science: He
attended a ’humanistic’ Gymnasium (secondary
school) which meant a broad education focussing
on Ancient Greek and Latin. He also learned to
play the violin, what inspired his love for music
throughout his life. His interest in engineering,
mainly in hydraulic engineering, became evid-
ent during his military service: He worked as a
’pioneer’ and e. g. constructed bridges and ferry
connections over the Danube. Back in civilian life
again, reports and articles, announcing the first
German Informatics degree program in Karlsruhe,
arouse his particular interest in 1969.

Heinrich started studying Mathematics in sum-
mer 1969 at the Karlsruhe University and switched
to Informatics in winter 1969. This year has also
changed his private life: He met his future wife,
Regina, participating in the first Informatics col-
loquium.

Working as a tutorial assistant for Prof. Nickel
(Karlsruhe University), he got for the first time in
touch with mainframes: he had to get results from
UNIVAC computers using punched tapes. He
completed his pre-degree in Karlsruhe in 1970 and
decided to move to France for his further studies.
As Informatics had already started in Grenoble
in 1964, university’s technical infrastructure in
France was already further developed. He received
a grant from the French government and moved

to the University of Grenoble to finish his master
study and to start with his PhD studies.

The main findings of his PhD thesis (written
in French, 1975) under the title ’La Notion de
demi-bande: étude algébrique et applications aux
automates asynchrones’ were published together
with his supervisor Prof. Benzaken in the Semig-
roup Forum Vol. 10. In parallel, he already had
returned to Karlsruhe, where he worked as a re-
search and university assistant in 1973/74 for
Prof. Schmitt and moved in 1975 to Prof. Locke-
mann. Their research focussed on database and
information systems for large applications.

In 1978, he founded a software company as a
spin-off together with Jürgen Kreutz where they
developed a customizable ERP-System – using
UNIX and hard disks of 25 MB. Their paradigms
of providing software as a service for users, user
friendly interfaces and highly customizable sys-
tems were successfully sold to wine, champagne
and spirit producers. Subsequent versions of this
software are still used by several customers and
the company still exists. Heinrich himself sold his
shares and left the company in 1991.

Despite his strong practical interests, he has
never lost contact with the scientific community:
Besides being a CEO for his company, he was still
working for Prof. Lockemann in Karlsruhe. From
1983 to 1984 Heinrich worked as an associate
professor at TU Munich in the research group of
Prof. Bayer.

In 1990, Heinrich was appointed as a full
professor for ‘Praktische Informatik/Application
Engineering’ in Klagenfurt/Austria, where the
study program ’Applied Informatics’ had started
in winter 1986. The emphasis on application
orientation and a strong user focus has been an
important concern for him since then. He suppor-
ted the development and expansion of the study
programme and was in 1994 founding dean of the
Faculty of Economics and Informatics. He held
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numerous academic positions at the Alpen-Adria-
Universität Klagenfurt including being the rector
from 2006 to 2012.

Beside university functions, he was member of
the supervisory board of the Carinthian University
College of Teacher Education, the supervisory
board of the University for Applied Sciences in
Carinthia and chairman of the supervisory board
of Stadtwerke Klagenfurt (municipal service pro-
vider for energy, mobility and drinking water).
However, he also had a broad engagement outside
his University: in Informatics Societies, for Soft-
ware Companies, for international conferences
and for supporting Informatics in the Ukraine.

Having been a member of the German Inform-
atics society GI e.V. since 1976, he funded in
1979, together with Bernd E. Meyer, the Special
Interest Group on Design Methods for Informa-
tion Systems (EMISA) becoming the chairman.
Moreover, he was chairman of the TC ’Software
Technology and Information Systems’. In 1996
he was elected as vice president of the GI and
from 2000 to 2003 as president. Furthermore, he
was vice president of CEPIS from 2004 to 2006.
He funded the Lecture Notes in Informatics (LNI)
series, where he is still Editor-in-Chief. For his
engagement, he was appointed as a Fellow of the
GI in 2008.

Over time, he established strong relations to
Ukrainian universities. It started with the engage-
ment of Prof. Schneider for economics and in
1993/1994 Heinrich started to support informatics
scientists in Kherson and Kharkiv. He hosted
and financed more than 30 master students and
several visiting researchers. He was involved in
the formation of the ISTA and UNISCON con-
ference series and the introduction of the ECDL
in the Ukraine. For his engagement he was ap-
pointed as Honoured Professor of Sciences of the
Kherson State University in 2012 and has been
holding a Doctor Honoris Causa from the National
Technical University Kharkiv since 2001.

Heinrich has a talent for organizing events.
Thus, he has organized several regional and in-
ternational conferences, e. g. the INFORMATIK
1996 and 2016, Modellierung 2010, UNISCON

2008, or ER 2005. For his engagement for the
ER community, he was named as an ER Fellow in
2013. Heinrich is member of numerous scientific
committees, just to mention one, he is currently the
chairman of the ER steering committee. Moreover,
he was member of the board of trustees of the
Klaus Tschira Stiftung in Heidelberg and he still
serves as a Jury Member for the Software Engin-
eering Award of the Ernst Denert-Stiftung since
1997.

Heinrich’s work was always strongly related to
applications of informatics in practice. Since 2016
he has established the university level program ’IT
Business Solutions’ to establish stronger relations
to companies and enhance the lifelong learning of
IT personnel. In direct contact to IT companies
he was related in the establishment of the SIC
(Software Internet Cluster), where he was vice
president and is currently chairman of the council.
In 2016, he received the grand medal of honour
of the Carinthian chamber of commerce for his
engagement for software companies in the region.

During the last decade, he and his team (to
which we were allowed to belong) focused on
human centred research in model engineering,
design and realization of user-oriented application
architectures with a strong focus on the integration
of user needs into the development process and
customer centred, accessible, effective and sus-
tainable software and services. He and his team
conducted both fundamental research as well as
experimental and applied research in close co-
operation with industry following the principle:
‘There is nothing more practical than a good the-
ory’ (see https://ae-ainf.aau.at/).

On a personal level, Heinrich is a very social
person who believes in the goodness in people.
His family plays an important role in his life. To
do research is for him both, work and one of his
most beloved hobbies. We are proud to have been
part of his team.

Judith Michael
Claudia Steinberger

February 2018
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Conceptual Model Notions – A Matter of Controversy
Conceptual Modelling and its Lacunas

Bernhard Thalheim*,a

a Department of Computer Science, Christian Albrechts University Kiel, Germany

Abstract. The conception of a conceptual model is differently defined in Computer Science and Engineering
as well as in other sciences. There is no common notion of this conception yet. The same is valid for the
understanding of the notion of model. One notion is: A model is a well-formed, adequate, and dependable
instrument that represents origins and functions in some utilisation scenario. The conceptual model of
an information system consists of a conceptual schema and of a collection of conceptual views that are
associated (in most cases tightly by a mapping facility) to the conceptual schema. In a nutshell, a conceptual
model is an enhancement of a model by concepts from a concept(ion) space.
The variety of notions for conceptual model is rather broad. We analyse some of the notions, systematise
these notions, and discuss essential ingredients of conceptual models. This discussion allows to derive a
research program in our area.

Keywords. Model • Conceptual Model • Concept and Notion of a Model • Art of Modelling

1 What is a Conceptual Model

Modelling is a topic that has already been in
the centre of research in computer engineering
and computer science since its beginnings. It
is an old sub-discipline of most natural sciences
with a history of more than 2.500 years. It is
often restricted to Mathematics and mathematical
models what is however to much limiting the focus
and the scope. Meanwhile it became a branch in
the Philosophy of Science. The number of papers
devoted to modelling doubles each year since the
early 2000’s.

It is often claimed that there cannot be a com-
mon notion of model that can be used in sci-
ences, engineering, and daily life. The following
notion covers all known so far notions in ag-
riculture, archaeology, arts, biology, chemistry,
computer science, economics, electrotechnics, en-
vironmental sciences, farming, geosciences, histor-
ical sciences, languages, mathematics, medicine,

* Corresponding author.
E-mail. thalheim@is.informatik.uni-kiel.de

ocean sciences, pedagogical science, philosophy,
physics, political sciences, sociology, and sports.
The models used in these disciplines are instru-
ments that are deployed in certain scenarios (see
Thalheim and Nissen 2015). A commonly accept-
able statement for a general model notion is the
following one1:
A model is a well-formed, adequate, and depend-
able instrument that represents origins and func-
tions in some utilisation scenario. Its criteria
of well-formedness, adequacy, and dependability
must be commonly accepted by its community
of practice within some context and correspond
to the functions that a model fulfils in utilisation
scenarios. The function determines the purposes
and goals.

CS-conceptual modelling2 is often related
back to the introduction of the entity-relationship

1 We refer to the model-to_model-modelling compendium
(see Thalheim and Nissen 2015) for notions that are not
introduced in this paper.
2 In the paper we restrict ourselves to this kind of conceptual
model and thus omit the CS acronym. In general, a conceptual
model is a representation of a system in its widest sense on
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model(ling language) for information systems de-
velopment. It surprises nowadays that there is no
commonly accepted notion of conceptual model
yet. There have been several trials but none of
them was sufficient and was able to cover the idea
of the conceptual model.

The database and information systems research
communities are extensively using the term “con-
ceptual model”3. The notion of conceptual model
still needs some clarification: what is a conceptual
model and what not; which application scenario
use which kind of conceptual model; is concep-
tual modelling only database modelling; do we
need to have an understanding of modelling; is
a conceptual database model only a reflection of
a logical database model; is a conceptual model
a model or not; etc. Let us illustrate the wide
spread and understanding of conceptual models,
the activity of conceptual modelling, and the mod-
elling as a scientific and engineering process by
some examples4,5:

Reality and world description: Conceptual
modelling is the activity of formally describing
some aspects of the physical and social world
around us for purposes of understanding and com-
munication. Such descriptions, often referred as
conceptual schemata, require the adoption of a
formal notation, a conceptual model in our termin-
ology6. (see Mylopoulos 1992)

Community description : Conceptual model-
ling is about describing the semantics of software

the basis of concept(ion)s that allow people to consciously
act and being guided in certain situations of their systems.
3 Facetted search for the term “conceptual model” in DBLP
results in more than 5.000 hits for titles in papers (normal
DBLP search also above 3.400 titles).
4 The notion of conceptualisation, conceptual models, and
concepts are far older than considered in computer science.
The earliest contribution to models and conceptualisations
we are aware of is pre-socratic philosophy.
5 Wikiquote (see Wikiquote 2017) lists almost 40 notions.
We add our list to this list.
6 And continuing: These terms are introduced by analogy to
data models and database schemata. The reader may want
to think of data models as special conceptual models where
the intended matter consists of data structures and associated
operations.

applications at a high level of abstraction7.
Specifically, conceptual modellers (1) describe
structure models in terms of entities, relation-
ships, and constraints; (2) describe behaviour or
functional models in terms of states, transitions
among states, and actions performed in states and
transitions; and (3) describe interactions and user
interfaces in terms of messages sent and received
and information exchanged. In their typical usage,
conceptual-model diagrams are high-level abstrac-
tions that enable clients and analysts to understand
one another, enable analysts to communicate suc-
cessfully with application programmers, and in
some cases automatically generate (parts of) the
software application. (see ER community 2017)

Conceptual database modelling: A data model
is a collection of concepts that can be used to
describe a set of data and operations to manipulate
the data. When a data model describes a set
of concepts from a given reality, we call it a
conceptual model. (see Batini et al. 1992; Elmasri
and Navathe 20008)

Instance-integrating conceptual modelling: A
conceptual model consists of a conceptual schema

7 Some research challenges in conceptual modelling: Provide
the right set of modelling constructs at the right level of
abstraction to enable successfully communication among
clients, analysts, and application programmers. Formal-
ize conceptual-modelling abstractions so that they retain
their ease-of-communication property and yet are able to
(partially or even fully) generate functioning application
software. Make conceptual modelling serve as analysis and
development tools for exotic applications such as: modelling
the computational features of DNA-level life to improve
human genome understanding, annotating text conceptually
in order to superimpose a web of knowledge over document
collections, leveraging conceptual models to integrate data
(virtually or actually) providing users with a unified view
of a collection of data, extending conceptual-modelling to
support geometric and spatial modelling, and managing the
evolution and migration information systems. Develop a
theory of conceptual models and conceptual modelling and
establish a formal foundation of conceptual modelling.
8 Another version is the following one: The conceptual level
has a conceptual schema, which describes the structure of
the whole database for a community of users. A conceptual
schema hides the details of physical storage structures and
concentrates on describing entities, data types, relationships,
user operations, and constraints. A high-level data model or
an implementation data model can be used at this level.
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and an information base. A conceptual schema
provides a language for reasoning about an object
system, and it specifies rules for the structure and
the behaviour of the system. A description of a
particular state is given in an information base,
which is a set of type and attribute statements ex-
pressed in the language of the conceptual schema.
(see Boman et al. 1997)

System-representation models: A conceptual
model is a descriptive model of a system based on
qualitative assumptions about its elements, their
interrelationships, and system boundaries. (see
Business dictionary 2017)

Representational models: A conceptual model
is a type of diagram which shows of a set of
relationships between factors that are believed to
impact or lead to a target condition; a diagram that
defines theoretical entities, objects, or conditions
of a system and the relationships between them.
(see WordNet dictionary 2017)

Enterprise modelling and conceptual model-
ling: A conceptual is a model which represents a
conceptual understanding (i. e. conceptualisation)
of some domain for a particular purpose. A model
is an artefact acknowledged by the observer as
representing some domain for a particular purpose.
(see Bjeković 2017)

Holistic view: In most cases, a model is also a
conceptual model 9. (see Pastor 2016)

Conceptual models as a result of an activity:
We use the name of conceptual modelling for the
activity that elicits and describes general know-
ledge a particular information system needs to
know. The main objective of conceptual modeling
is to obtain that description, which is called a
conceptual schema. (see Olivé 2007)

9 The slides of the keynote talk state: A conceptual model is
a simplification of a system built with an intended goal in
mind.
An abstraction of a system to reason about it (either a physical
system or a real or language-based system). A description
of specification of a system and its environment for some
purpose. One main conclusion that we can reach is that the
distinction between “model” and “conceptual model” is not
always as precise as it should be.

Purpose-oriented modelling: Conceptual mod-
elling is about abstracting a model that is fit-for-
purpose and by this we mean a model that is valid,
credible, feasible and useful. (see Robinson 2010)

Documentation-oriented conceptual model: A
conceptual data model is a summary-level data
model that is most often used on strategic data
projects. It typically describes an entire enterprise.
Due to its highly abstract nature, it may be referred
to as a conceptual model. (see InfoAdvisors 2017)

Semiotics viewpoint: Conceptual modelling is
about describing syntax, and semantics (poten-
tially also pragmatics) of software applications
at a high level of abstraction. (see Embley and
Thalheim 2011)

Documentation and understanding viewpoint:
A conceptual model of an application is the model
of the application that the designers want users to
understand. By using the application, talking with
other users, and reading the documentation, users
build a model in their minds of how to use the
application. Hopefully, the model that users build
in their minds is close to the one the designers
intended. (see Johnson and Henderson 2013)

Conceptualisations of models: Conceptual
models are nothing else as models that incorporate
concepts and conceptions which are denoted by
names in a given name space. A concept space 10
consists of concepts (see Murphy 2001) as basic
elements, constructors for inductive construction
of complex elements called conceptions, a number
of relations among elements that satisfy a num-
ber of axioms, and functions defined on elements.
(see Thalheim 2017)

At the ER’2017 conference a special brainstorm-
ing and discussion session has been organised with
the task to coin the notion of a conceptual model.
It seems to be surprising that there is no com-
monly accepted notion of a conceptual model
after more than 40 years of introduction of this
concept into database research. One proposal of
the brainstorming discussion was:

10 We follow R.T. White (see Thalheim 2014; White 1994)
and distinguish between concepts, conceptual, conceptional,
and conceptions.
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ER 2017 discussion proposal: A conceptual
model is a partial representation of a domain that
can answer a question.

As for a model, the purpose dimension determ-
ines the quality characteristics and the properties
of a model.

In a nutshell, a conceptual model is an enhance-
ment of a model by concepts from a concept(ion)
space. It is formulated in a language that al-
lows well-structured formulations, is based on
mental/perception/domain-situation models with
their embedded concept(ion)s, and is oriented on
a modelling matrix that is a common consensus
within its community of practice.

We thus meet a good number of challenges, e.g.
the following ones: is there any acceptable and
general notion of conceptual model; do conceptual
models really provide an added and sustainable
value; what are the differences between concep-
tual models and models; what is a model; what
means conceptualisation; how to support language-
based conceptual modelling; etc. This paper is
oriented on these questions and tries to develop
an answer to them. We restrict the investigation
to conceptual models in computer science and
computer engineering and thus do not consider
conceptual modelling for product design, service
design, other system’s design, natural and social
sciences. Physical conceptual models are also left
out of scope.

2 Revisiting Conceptual Modelling
2.1 State-Of-Art and State-Of-Needs
Modelling offers the benefit of producing better
and understandable systems. It is based on a
higher level of abstraction compared to most pro-
gramming languages. Whether a model must be
formal is an open question. The best approach
is to consider model suites (or ensembles) that
consist of a coherent collection of models which
are representing different points of view and atten-
tion. We observe a resurgence in domain specific
approaches that are challenged by technical, organ-
isational and especially language design problems.

UML is not the solution yet because UML Models
are not executable but MDA needs them to be.
The vast majority of UML models we have seen
in industrial project are mere sketches and are in-
formal and incomplete. They are not yet a viable
basis for precise and executable models. Without
precise models, no formal checking can take place.
Therefore, these issues must be addressed either if
modelling is well-accepted and gains significant
presence in applications.

From the other side, the large body of know-
ledge on conceptual modelling in computer sci-
ence is a results of hundreds of research papers
over the last three-score years, although different
names have been used for it. Modelling is of-
ten based on a finalised-model-of-the-real-world
paradigm despite the constant change in applica-
tions. Model quality has already been considered
in a dozen papers. Modelling literacy is rarely
addressed in education. Models must however
be reliable, refinable, and translatable artefacts in
software processes.

Conceptual modelling is supported by a large
variety of tools. e.g. (see Karagiannis et al. 2016).
However, few of them support executable models.
Of that few, far fewer still are actually rewarding
to use. Conceptual models are acknowledged as
mediators in the software development process.
However, they are used and then not evolving with
the evolution of the software. Reuse, migration,
adaptation, and integration of models is still a
lacuna. The lack of robust, evolution-prone and
convenient translators is one reason. An envir-
onment as a constituent part for modelling and
translation into consistent, easy-to-use and -revise,
seamless, and industry-quality tool is still on the
agenda. Information and software systems be-
come eco-systems. Modelling eco-systems are
not properly addressed yet.

Models are also used for communication based
on some injection of a name space, while the
community of practice uses a wealth of terms
and terminology, with which they express their
nuances of viewpoints. So, we need a number of
representation models beside the singleton graph-
ical representation. At the same time, models must
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be properly formal and based on rules strictly to be
followed or else having the risk of making illogical
statements. Thus, modelling must be based on
methodologies.

2.2 Myths of (Conceptual) Modelling
Modelling and especially conceptual modelling
is not well understood yet and misinterpreted in
a variety of ways. It has brought a good number
of myths similar to those known for software
development (see Ambler and Sadalage 2006):

1. Modelling is mainly for documentation. The in-
troduction of conceptual modelling for database
systems has been motivated by a documentation
scenario. A conclusion might be that modelling
is a superfluous activity, especially in the case
that documentation is not an issue.

2. Modelling is finished with the use of the model
and an initial phase. Historic development
of software started with requirements which
were frozen afterwards and with modelling and
specifications that were complete and became
frozen before realisation begins.

3. Modelling is only useful for heavyweight V-
style software development. Modelling and
especially conceptual modelling is abandoned
due to its burden and the discovery of the com-
plexity of the software that is targeted.

4. The collection of origins must be “frozen” be-
fore starting with modelling. Models should be
plastic and stable (one of the justification and
thus dependability properties), i. e. the collec-
tion of origins to be modelled could change.

5. The model is carved in stone and changes only
from time to time if at all. The realisation be-
comes ‘alive’ and thus meets continuous change
requests. The model can have some faults, er-
rors, misconceptions, misses etc. Extensions
and additional services are common for systems.
So, the model has to change as well.

6. Modelling starts with selecting and accommod-
ating a CASE tool. Although CASE tools are
useful, they impose their own philosophy, lan-
guage, and treatment. Moreover, CASE tools

allow to become too detailed. Instead, concep-
tual modelling should allow to create the model
that is simple as possible and as detailed as
necessary.

7. Conceptual modelling is a waste of time. De-
velopers are interested in quick success and
have their own perception model in mind. It
seems to be superfluous to model and better to
focus solely on how to write the code.

8. Conceptual data modelling is a primary con-
cern. Data- and structure-driven development
without consideration of the usage of the data
in applications results in ‘optimal’ or ‘normal-
ised’ data structure models and bad database
performance. One must keep in mind the usage
of the data, i. e. use a co-design method, e.g.
(see Thalheim 2000).

9. The community of practice has a common un-
derstanding how to conceptually model. Mod-
elling skills evolve over years and are based
on modelling practice and experience. Further,
conceptual models are based on a common
domain-situation model that has to be shared
within the community of practice. So, the
perception models of modellers should match.

10. Modelling is independent on the language.
Modelling cannot be performed in any lan-
guage environment. Language matters, enables,
restricts and biases (see Whorf 1980).

Understanding these and other myths allows
to better understand the modelling process and
the models. One way to overcome them is the
development of sophisticated and acknowledged
frameworks. Model-centred development (see
Mayr et al. 2017) uses models as a kernel for the
development of systems. Conceptual modelling
is still taught as modelling in the small whereas
modelling in the large is the real challenge.

2.3 Specifics of Notions
Let us return to the list of notions given in Sec-
tion 1. Each of these notions has its graces, biases,
orientations, applicability, acceptability, and spe-
cifics.
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Scopes of conceptual models may vary from very
general models to fine-grained models. General
models allow to reason on system properties
whereas fine-grained models serve as a blue-
print for development.

Result-oriented viewpoint: Conceptual models
can be seen as the final result and documentation
of an activity that follows a certain development
strategy such as agile, extreme, waterfall etc.
methodologies.

Communication viewpoint: Conceptual models
are a means for communication and negotiation
among different stakeholders.

System construction orientation: Database, in-
formation and software system development
is becoming more complex, more voluminous,
requires higher variety, and changes with higher
velocity. So a quick and parsimonious compre-
hension becomes essential and supports higher
veracity and an added value for the system itself.

Perception and domain-situation models are spe-
cific mental models either of one member or
of the community of practice within one ap-
plication area. It is not the real world or the
reality what is represented. It is the common
consensus, world view and perception what is
represented.

Conceptual models as documentation: Models
provide also quality in use, i. e. they allow to
survey, to understand, to negotiate, and to com-
municate.

Conceptual modelling with prototypes: Models
can be enhanced by prototypes or sample pop-
ulations. A typical approach is sample-based
development (see Halpin 2009).

Visualisation issues: Conceptual models may be
combined with representation models, e.g. visu-
alisation models on the basis of diagrammatic
languages.

Biased conceptual modelling approaches: Con-
ceptual models are often models with a hid-
den background, especially hidden assumptions,
that are commonly accepted in a community

of practice in a given context and utilisation
scenario.

Semiotics and semiology of conceptual model-
ling: Conceptual models are often language-
based. The language selection is predetermined
and not a matter of consideration in the model-
ling process.

Quality models: Conceptual models should be
well-formed and satisfy quality requirements
depending on their function in utilisation scen-
arios.

Concepts, conceptions: The elements in a con-
ceptual models are annotated by names from
some name space. These names provide a refer-
ence to the meaning, i. e. a reference to concepts
and conceptions in a concept space.

Conceptual model suites: Models can be holistic
or consist of several associated models where in
the latter case each of them represents different
viewpoints. For instance, a conceptual database
model consists of a schema and a number of
derived views which represent viewpoints of
business users.

Normal models: Conceptual models represent
only certain aspects and are considered to be
intentionally enhanced by elements that stem
from common sense, consensuses, and contexts.

A normal model (called ‘lumped’ model in
Zeigler et al. 2000) is a part of the model that is
considered to be essential and absolutely necessary.
The normal model has a context, a community of
practice that puts up with it, a utilisation scenario
for which is is minimally sufficient, and a latent –
or better deep – model on which it is based (see
Zeigler et al. 2000 for ‘base’ model). The deep
model combines the unchangeable part of a model
and is determined by the grounding for modelling
(paradigms, postulates, restrictions, theories, cul-
ture, foundations, conventions, authorities), the
outer directives (context and community of prac-
tice), and the basis (assumptions, general concept
space, practices, language as carrier, thought com-
munity and thought style, methodology, pattern,
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routines, common sense) of modelling. The (mod-
elling) matrix consists of the deep model and
the modelling scenarios. The last ones are typ-
ically stereotyped in dependence on the chosen
modelling method.

This variety of viewpoints to conceptual models
illustrates the different requirements and object-
ives of models. So, we might ask whether a
common notion of a conceptual model exists or
whether we should use different notions.

2.4 Problems and Challenges
Conceptual modelling techniques suffer from a
number of weaknesses. These weaknesses are
are mainly caused by concentration on database
modelling and by non-consideration of application
domain problems that must be solved by informa-
tion systems. We follow the state-of-the-art ana-
lysis of A. van Lamsweerde (see van Lamsweerde
2000, 2008) who gave a critical insight into soft-
ware specification and arrive with the following
general weaknesses for conceptual modelling of
information and database systems:

Limited scope. The vast majority of techniques
are limited to the specification of data structur-
ing, that is, properties about what the schema of
the database system is expected to do. Classical
functional and non-functional properties are in
general left outside or delayed until coding.

Poor separation of concerns. Most modelling
approaches provide no support for making a
clear separation between (a) intended proper-
ties of the system considered, (b) assumptions
about the environment of this system, and (c)
properties of the application domain

Low-level schematology. The concepts in terms
of which problems have to be structured and
formalized are concepts of modelling in the
small - most often, data types and some opera-
tions. It is time to raise the level of abstraction
and conceptual richness found in application
domains.

Isolation. Database modelling approaches are
isolated from other software products and pro-
cesses both vertically and horizontally. They

neither pay attention to what upstream products
in the software might provide or require nor pay
attention to what companion products should
support nor provide a link to application domain
description.

Poor guidance. The main emphasis in database
modelling literature has been on suitable sets
of notations and on a posteriori analysis of
database schemata written using such notations.
Constructive methods for building correct mod-
els for complex database or information systems
in a safe, systematic, incremental way are by
and large non-existent.

Cost. Many information systems modelling ap-
proaches require high expertise in database
systems and in the white-box use of tools.

Poor tool feedback. Many database system de-
velopment tools are effective at pointing out
problems, but in general they do a poor job
of (a) suggesting causes at the root of such
problems, and (b) proposing better modelling
solutions.

Modern modelling approaches must not start from
scratch. We can reuse achievements of database
modelling in a systematic form and thus maintain
theories and technologies while supporting new
paradigms.

Constructiveness. Models of information sys-
tems can be built incrementally from higher-
level ones in a way that guarantees high quality
by construction. A method, is typically made
of a collection of model building strategies,
paradigm and high-level solution selection
rules, model refinement rules, guidelines, and
heuristics. Some of them might be domain-
independent, some others might be domain-
specific.

Support for comparative analysis. Database mod-
els depend on the experience of the developer,
the background or reference solutions on hand,
and on preferences of developers. Therefore,
the results within a team of developers might
need a revision or a transformation to a hol-
istic solution. Beyond modelling qualities we
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may develop precise criteria and measures for
assessing models and comparing their relative
merits.

Integration. Tomorrow’s modelling should care
for the vertical and horizontal integration of
models within the entire analysis, design, devel-
opment, deployment and maintenance life cycle
- from high-level goals to be supported by appro-
priate architectures, from informal formulation
of information system models to conceptual
models, and from conceptual models to imple-
mentation models and their integration into the
deployment of information systems.

Higher level of abstraction. Information sys-
tems modelling should move from infological
design to holistic co-design of structuring, func-
tionality, interactivity and distribution. These
techniques must additionally be error-prone due
to the complexity of modern information sys-
tems. These abstraction techniques may be
combined with refinement techniques similar
to those that have been developed for abstract
state machines.

Richer structuring mechanisms. Most modelling
paradigms of the modelling-in-the-small ap-
proach, available so far for modularising large
database schemata, have been lifted from soft-
ware engineering approaches, e. g., component
development. Problem-oriented constructs are
developed as well as model suites that provide
a means for handling a variety of models and
viewpoints.

Extended scope. Information system develop-
ment approaches need to be extended in order to
cope with the co-design of structuring, function-
ality, interactivity and distribution despite an
explicit treatment of quality or non-functional
properties.

Separation of concerns. Information system
modelling languages should enforce a strict
separation between descriptive and prescriptive
properties, to be exploited by analysis tools
accordingly.

Lightweight techniques. The use of novel model-
ling paradigms should not require deep theoret-
ical background or a deep insight into informa-
tion systems technology. The results or models
should be compiled to appropriate implementa-
tions.

Multi-paradigm modelling. Complex informa-
tion systems have multiple facets. Since no
single modelling paradigm or universal lan-
guage will ever serve all purposes of a system.
The various facets then need to be linked to
each other in a coherent way.

Multilevel reasoning and analysis. A multi-
paradigm framework should support different
levels of modelling, analysis, design and devel-
opment - from abstract and general to deep-level
analysis and repairing of detected deficiencies.

Multi-format modelling. To enhance the commu-
nicability and collaboration within a develop-
ment and support team, the same model frag-
ment must be provided in a number of formats
in a coherent and consistent way.

Reasoning in spite of errors. Many modelling
approaches require that the model must be com-
plete before the analysis can start. We claim
that is should be made possible to start ana-
lysis and model reasoning much earlier and
incrementally.

Constructive feedback from tools. Instead of just
pointing out problems, future tools should assist
in resolving them.

Support for evolution. In general, applications
keep evolving due to changes in the application
domain, to changes of technology, changes in
information systems purposes etc. A more con-
structive approach should also help managing
the evolution of models.

Support for reuse. Problems in the application
domain considered are more likely to be similar
than solutions. Models reuse should therefore
be even more promising than code reuse.

Measurability of modelling progress. To be more
convincing, the benefits of using information
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models should be measurable as well as their
deficiencies.

This list of theories, solutions and methodo-
logical approaches is not exhaustive. It demon-
strates, however, that modelling in the large and
modern information systems modelling require
specific approaches beyond integration of archi-
tectures into the analysis, design and development
process.

2.5 The Research Issue
Let us reconsider the notions presented in Sec-
tion 1. Table 1 compares essential properties of
models. Missing model elements are denoted by
n(ot).g(iven).

We observe that dependability is often either
implicit or not considered in the model notion.
Implicitness is mainly based on the orientation to
normal models. The model matrix and especially
the deep model are considered to be agreed before
developing the model.

The origin is too wide in most cases. Models
are not oriented towards representing some reality
or the world. They are typically based on some
kind of agreement made within a community of
practice and according to some context, i. e. they
reflect some domain-situation model11 or more
generally some mental model12 . They might
represent a perception model of some members

11 We restrict consideration to our field and thus to domain-
oriented models. These models describe the application
domain and more specifically the understanding, observation,
and perception of an application domain that is accepted
within a community of practice. In general, a situation model
is a mental representation of a described or experienced
situation in a real or imaginary world (see Radvansky and
Zacks 1997).
12 Mental models are out-of-scope in this paper. Those
consist of an evolving model suite with small-scale and
parsimonious models carried in human head (see Forrester
1971; Johnson-Laird 1983). They support various kinds of
observation, information acquisition and filtering, reasoning,
storage and information (de)coding, and communication.
They are dependent on the observations, imaginations, and
comprehension a human has made. Unlike conceptual mod-
els, mental models must neither be accurate, nor complete,
and not consistent.

of the community practice. They say what the
phenomena in the given domain are like.

Table 1 directs to a conclusion that the func-
tion is mainly oriented towards description and
partially prescription for systems development.
The notion of the conceptual model has, how-
ever, mainly considered in system construction
scenarios.

Concepts are often hidden behind the curtain
of conceptual models. A conceptual model does
not reflect the reality. Instead it reflects the mental
understanding within its utilisation scenario.
These observations show now directly some open
issues that should be solved within a theory and
practice of conceptual modelling. Let us state
some of them.

Research question 1.
What are the origins for conceptual models? Are
these mainly domain-situation and perception
models from one side and systems on the other
side?

Research question 2.
How tightly are conceptual models bound to their
modelling matrix and especially their deep model?
To what extent are conceptual models normal
models that are intentionally combined with their
deep models?

Research question 3.
Which functions have conceptual models in which
utilisation scenarios? Which properties must be
satisfied by conceptual models in these scenarios?
Which purposes and goals can be derived?

Research question 4.
What is the role of the community of practice
in conceptual modelling? Which kind of model
supports which community in which context?

Research question 5.
Conceptual modelling is less automated and more
human dependent than any other development,
analysis, and design process for information sys-
tems. It is a highly creative process. Is there any
formalisation and foundation for this process?
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Table 1: Orientation of notions of conceptual models according model properties

version adequate dependable origin function scenario concepts
reality, reflection, formal, world describe communication, n.g.
world truncation reflection understanding
community abstraction, semantic software describe construction n.g.

mapping invariance application
conceptual mapping, n.g. data, describe construction, reality
database homomorphy operations documentation concepts
system & mapping, n.g. system, n.g. construction n.g.
instance abstraction objects
system reflection, qualitative system describe representation system
representation assumptions concepts
represen- mapping n.g. relation- represent visualisation impact
tional ships factors
enterprise mapping, faithful domain purpose- understanding concept

abstraction determined space
result mapping, n.g. system describe acquisition, domain
of activity knowledge elicitation knowledge
purpose- abstraction viable, any elicitate n.g. n.g.
oriented purposeful fit
documen- summary, n.g. data represent, strategy n.g.
tation abstraction system survey development
semiotics syntax semantics, software describe representation n.g.

abstraction pragmatics application
document mapping closeness application understand design n.g.
understand by users
conceptualise formal semantics any describe representation concept(ion)

representation space
ad-hoc selective n.g. domain consider solving n.g.

mapping problem
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Research question 6.
Since models must not be conceptual models (see
models in Thalheim and Nissen 2015), we might
ask whether there exists a set of characteristics or
criteria that separate a conceptual model from a
model that is not conceptual. What is the concept
space that can be used for an enhancement of a
model by concepts or conceptions?

3 The Nature of Models
3.1 The Notion of a (Conceptual) Model
The model is an utterance and also an imagination.
As already stated above (see also Thalheim and
Nissen 2015), a model is a well-formed, adequate,
and dependable instrument that represents origins
and functions in some utilisation scenario. A
model is a representation of some origins and may
consist of many expressions such as sentences.
Adequacy is based on satisfaction of the purpose
or function or goal, analogy to the origins it rep-
resents and the focus under which the model is
used. Dependability is based on a justification for
its usage as a model and on a quality certificate.
Models can be evaluated by one of the evaluation
frameworks. A model is functional if methods for
its development and for its deployment are given.
A model is effective if it can be deployed accord-
ing to its portfolio, i. e. according to the tasks
assigned to the model. Deployment is often using
some deployment macro-model, e.g. for explan-
ation, exploration, construction, documentation,
description and prescription.

Models function as instruments or tools. Typic-
ally, instruments come in a variety of forms and
fulfil many different functions. Instruments are
partially independent or autonomous of the thing
they operate on. Models are however special in-
struments. They are used with a specific intention
within a utilisation scenario. The quality of a
model becomes apparent in the context of this
scenario.

Model development is often targeted on normal
models and implicitly accepts the deep model. A
model is developed for some modelling scenarios
and thus biased by its modelling matrix. The deep

model and the matrix thus ‘infect’ the normal
model.

Within the scope of this paper, we concentrate
on representation models as proxies. So, a model
of a collection of origins, within some context, for
some utilisation scenario and corresponding func-
tions within these scenarios, and for a community
of practice is

· a relatively enduring,
· accessible
· but limited
· internal and at the same time external
· representation of the collection of origins.

The model becomes conceptual by incorporation
of concepts and conceptions commonly accepted,
of ideas provided by members from the com-
munity of practice, or of general well-understood
language-like semiotic components. One main
utilisation scenario for a conceptual database
model is system construction13 . In this case,
the conceptual model thus becomes predictively
accurate for the system envisioned and technolo-
gically fruitful. The model is an utterance and also
an imagination. Other scenarios for conceptual
models are: system modernisation, explanation,
exploration, communication, negotiation, prob-
lem solving, supplantation, documentation, and
even theory development.

Conceptual models must not be limited to the
representation of static aspects of systems. They
can also be used for the representation of dy-
namic aspects such as business stories, business
processes, and system behaviour. The carrier of
representation is often some language. In this
case, a conceptual model can be considered to be
an utterance with a collection of speech acts. The
model itself can be then build on well-formedness
rules for its syntax, semantics, and pragmatics,
or more general of semiotics and semiology. Ac-
cording to J. Searle (see Searle 1969), a speech
act consists of uttering elements, referring and
predicating, requesting activities, and causing an

13 Notice however that the first introduction of conceptual
data models has been oriented on a documentation scenario.
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effect. Whether at all and which language is going
to be used is a matter of controversy as well.

3.2 Facets of a Conceptual Model
1. The conceptual model is a result of a
perception and negotiation process.
The conceptual model represents mental models,
especially domain-situation models or a number
of perception models. Domain-situation models
represent a settled perception within a context, es-
pecially an application. Perception models might
differ from the domain-situation model. They are
personal perceptions and judgements of a member
of the community of practice. Maturity of con-
ceptual models is reached after the community of
practice negotiated different viewpoints and has
found an agreement.
2. The conceptual model represents its
collection of origins.
Considerations, about what to model and what
to model not, are expressed via the adequacy cri-
teria, especially for analogy to its origins, for
focusing on specifics of the origins, and also on
well-formedness of the model. The conceptual
model does not represent the real world or a prob-
lem domain. It is already based on perception
models of users about this problem domain or on
domain-situation models of a user community on
this problem domain.
3. The conceptual model is an instrument.
The conceptual model is used in some utilisation
scenario by its users. So it functions in this
utilisation scenario. It should describe, in a more
abstract way compared to the origins, how the user
conceives it and thus does not target on describing
the origins.
4. The deep model underpins the conceptual
model.
The deep model consists of all elements that are
taken for granted, are considered to be fixed, and
are common within the context for the community
of practice. Elements of this model are symbolic
generalizations as formal or readily formalisable
components or laws or law schemata, beliefs in
particular heuristic and ontological models or

analogies supplying the group with preferred or
permissible analogies and metaphors, and values
shared by the community of practice as an integral
part and supporting the choice between incom-
patible ways of practising their discipline. There
is no need to redevelop this model. So, the nor-
mal model only display those elements that are
additionally introduced for the model.
5. The conceptual modelling matrix.
The modelling matrix combines the deep model
with typical utilisation scenarios, that are accepted
by a community of practice in a given context. It
specifies a guiding question as a principal concern
or scientific interest, that motivates the develop-
ment of a theory, and techniques as the methods
a developer uses to persuade the members of the
community of practice to his point of view. Al-
though often not explicitly stated, the model matrix
consists of a number of components: the object-
ives, inputs (or experimental factors), outputs (or
responses), content requests, grounding, basis,
and simplifications. The matrix sets a definitional
frame for the normal model. It might support
modelling by model stereotypes. The agenda of
the modelling method is derived from the matrix.
The matrix determines also a specific treatment
of adequacy and dependability for a model.
6. The performance and quality criteria.
The model is a persistent and justified artefact
that satisfy a number of conditions according
to its function such as empirical corroboration
according to modelling objectives, by rational
coherence and conformity explicitly stated through
conformity formulas or statements, by falsifiability,
and by stability and plasticity within a collection
of origins. The quality characteristics bound the
model to be valid, credible, feasible, parsimonious,
useful, and at the same time as simple as possible
and as complex as necessary.
7. The model is the main ingredient of a
modelling method.
Sciences and technologies have developed their
specific deployment of models within their invest-
igation, analysis, development, design etc. pro-
cesses. The deep model and the matrix are often
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agreed. The central element of all modelling
methods is the model, that is used as an instru-
ment in scenarios which have been stereotyped
for the given modelling method. The modelling
method typically also includes the design of a
representation model (or a number of such). The
representation model of the (conceptual) model
may be based on approaches such as diagramming
and visualisation. It uses a set of predefined signs:
icons, symbols, or indexes in the sense of Peirce.

3.3 Sources for Conceptual Models:
Domain-Situation and Perception
Models

The domain-situation model is build by a com-
munity of practice on a semantical level. It refers
to the world-as-described-and-conceived-by-the-
deep-model. It thus forms the deep understanding
behind the conceptual model. This deep internal
structure of the conceptualisation is commonly
shared in the community, abstracts from acci-
dental origins, uses a partial interpretation, exhib-
its (structural) hidden similarities of all origins
under consideration, and presents the common
understanding in the community. It gives thus a
literal meaning to the domain. The context for
the conceptual model is typically governed by
domain-situation models. The domain-situation
model is thus one source for the conceptual model.

A domain-situation model might or might not
exist. It shapes, however, what is seen in an ap-
plication domain and how to reason about what
is seen. It represents some common negotiated
understanding in the application domain. It may
represent the application domain as it is, or the
application domain as it makes sense to be charac-
terised, categorised or classified in one way rather
than another, given certain interests and aptitudes
or more generally given certain background.

The second source for conceptual models is a
collection of perception models, that are provided
and acknowledged by members of this community
of practice. A perception model is one kind of epi-
stemological mental model with its verbal, visual
and other information compiled on the basis of
cognitive schemata. It organises, identifies, and

interprets observations made by the member. It
does not need to know the deep facts or essential
properties of the origins in order to succeed in
communicating about them or to reason. The
perception model typically follows the situation
that it represents. It is, however, often undeter-
mined and thus may also partially contradictory.
So it parallels and imitates parts of the reality
(‘Gestalt’ notion of the model). They provide a
partial understanding, refer to some aspect, may
use competing sub-models about the same stuff,
and may set alternatives on meaning. It is build
by intuitive, discursive and evidence-backed per-
ception, by imagination, and by comprehension.
It is shaped by learning, memorisation, expecta-
tion, and attention. Perception models serve as an
add-on beyond domain-situation models.

These two sources for conceptual models de-
pend on the community of practice. So, different
communities might use different kinds of verbal
and non-verbal representation. Although they
provide a literal meaning to the conceptual model,
they must not be explicitly stated within the con-
ceptual model. They serve as the origin for the
conceptual model and thus might not be explicitly
incorporated into the conceptual model. The con-
ceptual model may have its deep background, i. e.
its basis and especially its grounding.

Both origins are not complete. Typically the
scope of both models is not explicit. There are
unknown assumptions applied for description, un-
known restrictions of the model, undocumented
preferences and background of the community of
practice, and unknown limitations of the modelling
language. Classically, we observe for members of
a community of practice that:

• they base their design decisions on a “partial
reality”, i. e. on a number of observed properties
within a part of the application,

• they develop their models within a certain con-
text,

• they reuse their experience gained in former
projects and solutions known for their reference
models, and
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• they use a number of theories with a certain
exactness and rigidity.

The conceptual model to be developed is deeply
influenced by these four hidden factors.

4 Conceptualisation of Models
The domain-situation model and also partially the
perception model are using concepts commonly.
Conceptual models reuse such concepts from these
origins and thus inherit semantics and pragmatics
from these models. Further, conceptualisation
may also be implicit and may use some kind
of lexical semantics of these models, e. g. word
semantics, within a commonly agreed name space.

4.1 Concepts and Conceptions
Various notions of concept has been introduced,
for instance, by J. Akoka, P. Chen, H. Kangassalo,
R. Kauppi, A. Paivio, and R. Wille (see Chen
et al. 1998; Ganter and Wille 1998; Kangassalo
and Palomäki 2015; Kauppi 1967; Paivio 1986).
Artificial intelligence and mathematical logics use
concept frames. Ontologies combine lexicology
and lexicography. Concepts are used in daily life
as a communication vehicle and as a result of per-
ception, reasoning, and comprehension. Concept
definition can be given in a narrative informal
form, in a formal way, by reference to some other
definitions etc. Some version may be preferred
over others, may be time-dependent, may have a
level of rigidity, is typically usage-dependent, has
levels of validity, and can only be used within cer-
tain restrictions. We also may use a large variety
of semantics (see Schewe and Thalheim 2008),
e.g., lexical or ontological, logical, or reflective.

We distinguish two different meanings of the
word ‘concept’ (see White 1994):

1. Concepts are general categories and thing of
interest that are used for classification. Con-
cepts thus have fuzzy boundaries. Additionally,
classification depends on the context and de-
ployment.

2. Concepts are all the knowledge that the person
has, and associates with, the concept’s name.

They are reasonable complete in terms of the
business.

Conceptions (see White 1994) are systems of ex-
planation. They are thus more difficult to describe.

The typical definition frame we observed is
based on definition items. These items can also
be classified by the kind of definition. Concepts
may have different descriptions simultaneously.
A competing description may represent the same
concept differently depending on the context (e. g.
time, space), validity, usage, and preferences of
members of the community of practice. A concept
may have elements that are necessary or sufficient,
that may be of certain rigidity, importance, rel-
evance, typicality, or fuzziness. Based on the
generalisations of the approach, that has been
proposed by G.L. Murphy (see Murphy 2001;
Thalheim 2007), concepts are defined in a more
sophisticated form as a tree-structured structural
expression.

SpecOrderedTree(StructuralTreeExpression
(DefinitionItem,

Modality(Sufficiency, Necessity),
Fuzziness, Importance, Rigidity,
Relevance,
GraduationWithinExpression,
Category))) .

Concept may be regarded as the descriptive and
epistemic core units of perception and domain-
situation models. These origins govern the way
how a concept can be understood, defined, and
used in a conceptual model. The conceptual model
inherits thus concepts and their structuring within
a concept space, i. e. conceptions.

4.2 Conceptualise

Conceptualisation and semantification are ortho-
gonal concerns in modelling. Conceptual model-
ling is based on concepts that are used for classific-
ation of things. Concepts have fuzzy boundaries.
Additionally, classification depends on the context
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and deployment. Conceptual14 modelling uses
conceptions, which are systems of explanation.

Semantification (see Duží et al. 2009) improves
the comprehensibility of models and explicit reas-
oning on elements used in models. It is based on
name spaces or ontologies which are commonly
accepted in the application domain. Conceptual
models are models enhanced by concepts and
integrated in a space of conceptions.

Conceptualisation injects concepts or concep-
tions into models. These enriched models reflect
those concepts from commonly accepted concept
space. The concept space consists of a system
of conceptions (concepts, theoretical statements
(axioms, laws, theorems, definitions), models,
theories, and tools). A concept space may also
include procedures, conceptual (knowledge) tools,
and associated norms resp. rules. Is is based on
paradigms which are corroborated.

4.3 Dependability of Conceptual Models
Models must be dependable, i. e. justified from
one side and and qualitatively certified from the
other side. Justification can be based on the
domain-situation and perception models and the
relation of the conceptual models to these models.
If, however, such models are not available or of
low quality, justification will become an issue.
Quality certification is an issue of pragmatism and
of added value of the conceptual model. So, we
target on a high quality conceptualisation.

Conceptualisation may be based on the seven
principles of Universal Design (see Patil et al.
2003). Typical mandatory principles are use-
fulness, flexibility, simplicity, realisability, and
rationality. Optional conceptualisation principles
are perceptibility, error-proneness, and parsimony.

The principle of conceptualisation is considered
to be one - if not the main - of the seven funda-
mental principles for conceptual modelling (see
Griethuysen 2009). The other six principles

14 Conceptual modelling is performed by a modeller that
directs the process based on his/her experience, education,
understanding, intention and attitude. Conceptual models are
using/incorporating/integrating concepts (see White 1994)
Conceptional modelling aims at development of concepts.

are: Helsinki, Universe of discourse, searchlight,
100%, onion, and three level architecture prin-
ciples. They can be questioned further. These
principles can be enhanced by the principles of
understanding, of abstraction, of definition, of
refinement, evaluation, and of construction (see
Thalheim 2010). Conceptualisation can be con-
sidered to be completed if: A conceptual schema
should only include conceptually relevant aspects,
both static and dynamic, of the universe of dis-
course, thus excluding all aspects of (external
or internal) data representation, physical data or-
ganization and access, as well as all aspects of
particular external user representation such as
message formats, data structures, etc.
Based on Section 3.3, the principle of conceptual-
isation can be stated as follows:
A conceptual model should only include conceptu-
ally relevant aspects of the domain-situation and
perception models. It does not consider neither
aspects of realisation nor of representation. It
includes, however, different viewpoints of busi-
ness users and concepts from the common concept
space.

5 Conclusion: Towards a Notational
Frame for Conceptual Models

Conceptual modelling is not yet a science or cul-
ture. It is rather a craft or even an art. It can be
learned similar to craft learning. It is however
based on understanding and abstraction through-
out the perception and domain-situation models,
i. e. of mental models in general. Perception
is dependent on deep models and thus incom-
plete, revisable, time-restricted, activity-driven,
and context-dependent.

5.1 Slim, Light, and Concise Versions for
Conceptual Models

Conceptual models are widely used in system con-
struction scenarios. They function as description
of the phenomena of interest within the context for
its community of practice. So, conceptual models
are normal models with rather specific modelling
matrices and deep models. A slim notion of a
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conceptual model should only reflect such normal
models and refer to a specific modelling matrix.
A light version needs to refer to some elements of
the basis and to some context. A concise version
must explicitly represent all the hidden details of
a model, especially its relationships to the concept
space, to the perception of this space by members
of the community of practice, and to the utilisation
scenario.

5.2 A Proposal for a Light Version:
Conceptual Model ⊒ Model

⊕
Concepts

Conceptual modelling is not yet a common method
in science (see Robinson 2010). Systems can be
build without any conceptual model. It seems that
there is no need for a formal conceptual modelling
process. It seems to be too restrictive to require a
full conceptual model. Performance and quality
criteria are not commonly agreed. The science of
conceptual modelling is still missing.

The main bottleneck is however the missing no-
tion of a conceptual model. The conceptual model
is a specific model and is based on conceptualisa-
tion. It might be language-bound. It is probably
the most important aspect of system construction
in computer science and computer engineering. It
is however the most difficult and least understood.
Minimal justification characteristics of models
are classical viability, i. e. corroboration, validity,
credibility, rational coherent and conform, falsifi-
able, stability against origin collection change.
Minimal quality characteristics of models are the
one for quality in use (e.g. usability, aptness for
the function and purpose, value for the utilisation
scenario, feasibility). Minimal performance char-
acteristics are timely, elegant and feasible usage
within the given context for their community of
practice according to their utilisation scenario and
their competencies or more general their profiles.

So, we might conclude for a light version: A
conceptual model is a well-formed, adequate and
dependable instrument that functions within its
specific utilisation scenario, that represents ori-
gins, and that is enhanced by concepts from a
concept(ion) space.

Therefore, the incorporation of concepts and the
conceptions is one main difference to the model.

5.3 Lacunas of Conceptual Modelling
Since conceptual modelling is still more an art than
a science and a culture of conceptual modelling is
still beyond the horizons, we need

• an understanding of the area of conceptual mod-
elling;

• a theory, techniques, and engineering of con-
ceptualisation;

• an integrated multi-view approach for the needs
and the capabilities of the members of the com-
munity of practice;

• a refinable definition of the conceptual model
with all three versions, i. e. a simplified ver-
sion, a fully fledged version, and an assessable
version;

• a working approach with intentional and thus
latent matrices and deep models for daily prac-
tice; and

• an understanding of language use in conceptual
modelling.

These lacunas do not limit usability, usefulness,
and utility of conceptual models. Conceptual
database models improve, from one side system,
comprehension. They allow to indicate associ-
ations among system elements, reduce the effect
of bad implementation, provide abstraction mech-
anisms, support prediction of system behaviour,
provide an elegant and adequate overview of the
system at various levels of abstraction, support
the construction of different user views, and cross-
reference multiple viewpoints. From the other
side, they reduce developers, maintainers and
programmers overhead. They support a simple
and free navigation through components of the
database system, provide an easy deduction of
various viewpoints, that represent the needs of
business users, support concentration and focus-
ing in evolution and maintenance phases, display
the decisions made during development, indicate
opportunities for further development and system
maintenance, reduce the effort by reuse of design
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and development decisions that have already been
made, and use a comfortable and effective visual-
isation. So, conceptual models are not restricted to
construction scenarios or to database modelling.

We realise, that the development and the accept-
ance of a notion of conceptual model follows the
13 commandments stated (see Bowen and Hinchey
2009):

1. Thou shalt choose an appropriate notation.
2. Thou shalt formalise but not over-formalise.
3. Thou shalt estimate costs.
4. Thou shalt have a formal methods guru on call.
5. Thou shalt not abandon thy traditional devel-

opment methods.
6. Thou shalt document sufficiently.
7. Thou shalt not compromise thy quality stand-

ards.
8. Thou shalt not be dogmatic.
9. Thou shalt test, test, and test again.
10. Thou shalt reuse.
11. Thou shall meet intentions of all members of

the community of practice
12. Thou shall provide a usable notation, i. e. for

verification, validation, explanation, elabora-
tion, and evolution.

13. Thou shall be robust against misinterpretation,
errors, etc.
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Abstract. Heinrich C. Mayr, for many years has been a leading proponent of the importance of modelling
issues for computing, the GI and the EMISA. On occasion of his 70th. birthday, this paper sheds a light on
a number of key modelling issues.
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1 Introduction

Time is a human invention for structuring narrat-
ives. It is therefore that we look back into time
when we encounter anniversaries in narratives.
In narratives concerning modern computing in
Germany the name Dr. Dr. h. c. Heinrich C.
Mayr figures highly. His 70th. birthday is thus an
anniversary to respond to. In particular it means
a lot to me personally. I contribute this paper to
thank him for the opportunities he gave me.

Heinrich was one of the founding members of
the EMISA. He is a long time EMISA-activist and
was for many years a leader of the GI. His impact
on modern computing in Germany is not second
to that of many other colleagues. I wish him very
well for any of his future plans and in particular
personal well-being.1

In 1999, I have addressed the question what
a model actually is in this journal as a current
catch phrase and turn to this subject again now.
I comment on earlier work I started as one of
Heinrich’s post docs with the then University of
Klagenfurt and that I have continued when I was
with Massey University in New Zealand. The
question, as to what a model actually is, is still
being discussed (Sander 2011, Ungermann 2017).

* Corresponding author.
E-mail. rolandkaschek@gmail.com
1 Note that this paper strictly spoken is not a scientific paper,
as it contains several views that I do not attempt to prove or
even justify.

I have worked on modelling issues for many years
and try to add some new stuff now to that earlier
discussion.

How one defines the term model is a question of
convenience. In my current view traditional defin-
itions of the term model are not really convincing.
I thus in this paper try to contribute to a common
ground based on which a more suitable definition
might emerge and gain general acceptance. My
text (Kaschek 1999) is not available on the EMISA
Web site. I thus include a brief summary of its
key points in this paper. Right now, I can not go
into a full review of the scientific discussion on
modelling since 1999. Therefore, I limit myself
in this paper to adding some aspects of it that I
have introduced since then and to extending or
modifying points where that seems appropriate.

2 Basic modelling narratives
From old age, models have been created and used
to impact the quality of life. Let it be that an
improvement of it was intended, its deterioration
was to be prevented from happening or a current
state of affairs was to be understood. Models are
the result as well as the origin of narratives of a
practice related to these livelihoods. The meta
practice of handling models may increase the ca-
pacity of shaping the related practice. All pursuits
start with the most obvious. Thus, modelling
starts with using the human body and in particular
its limbs in a deictic way. What would be found
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near by, such as sticks, stones, or similar, probably
would have been used too. With sign-systems
external to the human body, in particular script,
coming into use, models increasingly become a
common good, a cultural asset, and the mentioned
meta practice becomes a shared one. Obviously
that does not mean that all the participants in the
meta practice have the same interests in practice
or would work on the same task. Further recent re-
marks concerning origin and history of modelling
can be found in (Hesse and Mayr 2008).

Computer-use has become ubiquitous. There-
fore software production and use has become a
mayor branch of the economy of the developed
countries. Computing, among others, contributed
to that by providing methods and tools for soft-
ware development. In particular, it has provided
abstractions, that are able to specify the business
processes that exist, how they are related to each
other, how they are being executed, what data they
refer to and how that data is being structured and
processed. Together with an increasing capability
to provide new or improved products or services,
which has contributed to computers penetrating
the economy. Many of these abstractions required
for this process have been conceptualized as model.
Models and modelling, to some extent, can thus
be understood as enablers of the modern economy.

The interest of computing in modelling over-
whelmingly seems to result from its task, i. e., to
schedule men power, financial, organizational and
technical means as required for improving or even
enabling the business models, services or products
of certain organizations, such as corporations or
authorities. The shared meta practice chiefly rests
on a particular part of the model, the so-called
thesaurus, i. e., the list of the definitions of the
shared key concepts including the instructions
of how to refer to the items potentially corres-
ponding to these concepts. Despite its paramount
importance for modelling, to my knowledge, the
thesaurus in many modelling approaches and pa-
pers on modelling is undervalued.2 To deal with

2 As an example of a modelling paper that entirely ignores
the thesaurus is (Hesse and Mayr 2008).

that, one ought to work on how to produce a usable
thesaurus, how to define, measure and improve
the quality of a thesaurus.

Attraction and power of the early sense-giving
or explanatory narratives probably result from
their poetry and mysticism, as well as the author-
ity of those who were in control of those narratives.
With the development of technology, the emer-
gence of the division of labour and in particular
institutions of education and learning, narratives
emerge whose utility transcends the organization
of human communities and opens up the space of
nature control. However, it nearly goes without
saying, that control of nature is an illusion most of
the time and in fact is a consequence of decisions
to ignore certain aspects of it. Practical control
over nature is or extends also, at least potentially,
into power over people. The sciences and model-
ling thus may be objective. They are not neutral,
however. An alternative to nature control is avail-
able in form of policies to nature appropriation
that aim at men’s purposefully integration into
nature. An assessment of the consequences of
using given models, in general only rarely takes
place. Furthermore, it would probably be limited
to private enterprises and ignore public spaces and
communities. Any detrimental consequences of
model use, that way, are largely blacked out from
the planning that takes place in private enterprises.
As much of current modelling is embedded into
software projects, that are run by private com-
panies, it is quite likely that one, upon close
examination, would find that narratives are emer-
ging or even have already achieved dominance,
that consider the interests of users only or mainly
from the perspective of companies and thus might
develop potential to harm human communities.

The two most obvious idealizing characteriza-
tions of an item refer to what it is in itself and to
what it is for some individual. What a model is in
itself, leads to the question of what its elementary
parts are and how these are combined into a whole.
What a model is for some individual, leads to the
question, which operations the related individual
applies to the model. Stachowiak (Stachowiak
1973; Stachowiak 1983; Stachowiak 1992), who
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I have used before (Kaschek 1999), with regard
to these questions, says that models are sets of
predicates and that model users use models to,
in a controlled way, refer to something different
from the model, i. e., a model original. That ref-
erence must be controlled, since it is supposed
to enable an information transfer between model
and original (and vice versa). This information
transfer is potentially beneficial to the model user
who even might change their practice because of
the model’s impact on that practice.

Model use is about an information deficit with
regard to some item, a so-called model original:
someone wishes to achieve a certain goal with
regard to the original. They, however, turn out
to be ignorant of some information (subjectively)
required for achieving that goal. The key idea
to solve this problem is to obtain the required
information with regard to the model and then
transfer it to the original.3 For that to be a jus-
tifiable option, the model needs to share some
of the original’s characteristics. To enable the
model user to process the model in a way, that
provides them with the information needed, the
model needs to have appropriate characteristics.
Some of these won’t be shared with the original.
This basic narrative can serve as a justification
for Stachowiak’s decision to identify three key
features of any model, namely the mapping fea-
ture, the reduction feature and the pragmatic
feature. According to the mapping feature to
each model there is an original. According to the
reduction feature a model will share some of the
original’s characteristics, but might miss out on
some others. The pragmatic feature finally means
that the association of an original to one of its
models is not a once and for all established one.
Rather, a voluntary decision of the model user in-
troduces or drops that association. Consequently,
the model-original relationship is a many-to-many
relationship. The originals to a model, sort of, are
similar to a quantum cloud of items that may be

3 In the light of this context I hold that information can be
defined as any item, that can be fed into a decision procedure,
which is supposed to achieve a given goal. See the discussion
in (Sloman 2016).

referred to from the very model. The mentioned
information transfer, however, is not a one-way-
street. Information about the original feeds the
process of model creation. The two mappings
applied to accomplish the required information
transfers are not necessarily inverse to each other.

The reduction feature requires particular atten-
tion since it is in general complemented with an
extension feature (already observed by Stachow-
iak). The feature reduction is due to keeping the
model small and at the same time relevant with
regard to the pursued goal. However, the model
is supposed to undergo certain manipulation or
operations that have to be carried out by certain
individuals under specified conditions. The model
thus in general needs to have characteristics it does
not share with an original. As far as I see that
crucial point was not observed by Stachowiak. It
also is not discussed in (Hesse and Mayr 2008).
The extension feature (or, as Stachowiak has re-
ferred to it, the abundance of model characteristics
over original characteristics) thus is not a defect or
accidental feature of models, it is rather essential
for models to be able to serve the model users in
the intended way.

In retrospection, it occurs to me that Stachowiak
can be critiqued for insufficiently dealing with the
quality of the model-original reference and the
various kinds of such references that occur in
modelling. In my view, the quality of model-
original references is essentially determined by
the thesaurus. So, I think, Stachowiak’s theory
should be extended by discussions of the thesaurus
and what I call reference modes.

After a model user has established a model-
original-reference, the information transfer from
model to original is about utilizing the model.
Modelling thus belongs to what is known as
analysis-synthesis cycle. Models usually result
from analysis and extend the epistemic, manipula-
tion and control powers concerning the original.
The model then may be used to state hypothesis
with regard to one of its originals. Changes or
invariances with regard to an original may become
predictable and an original may become control-
lable. In any case, the often even huge differences
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between model and original may result in the men-
tioned information transfer even being challenged.
In particular, because empiric evidence in favour
of that transfer may be the only or key evidence
justifying that transfer and moreover the model in
several ways may even be wrong.4 However, as
long as the model is sufficiently useful one would
overlook imperfections or defects of the mentioned
kind as long as there is no viable alternative.

Gödel’s incompleteness theorems (Boolos et al.
2010), in my view, are the deepest reason for the
rise of modelling. These theorems say that (1)
the consistency of a sufficiently expressive theory
cannot be proven by means of that theory alone
and that (2) in a sufficiently expressive consistent
theory propositions may be stated, that cannot be
proven within that theory. In view of the relative
boundaries for establishing shared certainty based
on rational narratives, a resorting to shared rules
of knowledge discovery and decision making may
provide an alternative to relapsing to poetry or
mysticism of the basic narratives.

The Gödel theorems, with regard to the epi-
stemic process, imply that its methodological base
and its logical foundations have to be adapted
continuously if an ever extended understanding
and control of nature is intended. These theorems
put the ones searching for knowledge about the
world into the shoes of a tourist whose car occa-
sionally needs to get fuelled up, in order to get to
the desired point of interest.

In narrative based epistemic communities nar-
ration traditions may emerge with regard to sense-
giving or explanatory narratives. These may even
turn into epistemic obstacles, with regard to which
modelism may turn out to be useful due to its
anarchic unconcern due to its strong fixation at
results.

4 To briefly comment on the relationship between empiric
and analytical knowledge, I state my view, that empirical
knowledge, in one or another way, is ultimately processed
into analytical knowledge. The latter, moreover, in fact may
not be really analytical. It rather may be tied to the part of
the universe in which it has emerged and might turn out to
be utterly useless in distant parts of that very same universe.

3 Reference modes

A number of dimensions can be identified that a
discourse on modelling could need to focus on. In
this note I, more or less, focus on efficacy and func-
tion of a model. In earlier papers (Kaschek and
Mayr 1996, 1998) Heinrich and I have discussed
tool and method aspects of models, respectively.
The dimensions I want to put forward are: class,
the discourse in this dimension would focus on the
various instances of the model, if any are allowed
to exist; context, the discourse in this dimensions
would focus on the methods that employ models;
definition, the discourse in this dimension would
focus on whether the model concept is defined
explicitly, implicitly or not at all and if it is defined,
what definition is given; efficacy, the discourse in
this dimension would focus on how well references
from a model to its originals can be carried out;
function, the discourse in this dimension would
focus on the kind of reference that is made from
a model to its originals; impact, the discourse in
this dimension would focus on the consequences
model use probably has for human individuals
and communities; information, the discourse in
this dimension would focus on the kind, qual-
ity and amount of information to be transferred
from a model to one of its originals; object, the
discourse in this dimension would then focus on
the ways to conceptualize a model original as an
entity, operation, process or similar; objectivity,
the discourse in this dimension would focus on
either understanding a model as an aggregation of
multi-perspective constructions or as an in-itself-
existing entity; ontology, the discourse in this
dimension would focus on whether to consider a
model as a system of signs, a physical object, an
idea or something else; pragmatics, the discourse
in this dimension would focus on the quality of
the model; state, the discourse in this dimension
would then focus on the life cycle stage a model is
in and the operations that therefore appropriately
may be used on it and tools, the discourse in this
dimension would focus on the tools used when
dealing with models.
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Heinrich used to consider modelling from the
point of view of model creation. To some ex-
tent, that view might justify focusing on structural
aspects of models rather than on the operations
model users apply to them. He has structured mod-
els into concepts for either items or relationships
between items. While that certainly was inspired
by the huge popularity of the entity-relationship
modelling (Chen 1976), the basic idea also can be
applied to object oriented modelling and process
modelling. With regard to model usage, how-
ever, one would probably want model-handling-
operations to be considered as more important. In
particular, considering any data structured accord-
ing to the model would have to be included as it
might have to be used for referring to an original.
In that regard (Batini et al. 1992) seems to be
pioneering work.

A peculiarity of the original-reference from a
model can be illustrated nicely using the concept
of Turing Machine. In computing, Turing ma-
chines are frequently considered as model of the
concept of algorithm (Boolos et al. 2010). That,
however, does not require a common understand-
ing of algorithms prior to Turing’s invention of
what is now called Turing machine. Rather, it
was essentially the power of Turing’s idea of an
ideal computing device that helped bring about
a consensus regarding what the term algorithm
should mean. There are examples for similar cir-
cumstances. For example, Yudkin (2012, p. 77)
talks about how to find out how the human meta-
bolism processes sugar. To answer that, one would
start figuring out and set up an experiment that
then will be carried out. The probands, or maybe
even the experimentation rules, would then be
used as the model. It, however, would not be
obvious, what the original should be. In the case
of a well-designed experiment, it would probably,
as it was in case of the algorithm, constitute the
concept of human sugar metabolism.

When, some years back, the concept of onto-
logy was becoming mainstream, I found that this
constitutive model-original reference was used
there too, i. e., the original was being created by
means of a model. Reference modes, that I have

identified earlier (Kaschek 2005), are: the de-
scriptive mode, the model describes, how the
original looks like (photography); prescriptive
mode, the model describes, how the original has
to look like (norm); constitutive mode, the model
defines the original (ontology); idealizing mode,
the model specifies the original’s ideal state (pro-
ceeding model); prognostic mode, the model de-
scribes a previous or future original state (climate
model) and the explanatory mode, the model ex-
plains certain aspects of the original (Bohr’s atom
model, Mendeleev’s periodic table of elements,
. . .).

In my view, the general discussion back then
was seriously limited. It essentially ignored the
way in which models were being used to refer to
originals. It is, however, exactly this reference
mode that tells which model original differences
(MOD) supposedly are considered essential and
what to do about them. This, obviously is what
modelling is all about. Rather than attempting
to work out the key reference modes, some work
(such as Hesse and Mayr 2008) tried to charac-
terize the models that were to be used in those
modes. In my view, however, it was clear already
a long time ago, that such attempts are futile, as
any model can be used any way the model users
see fit.

In case of the descriptive reference mode, a non-
tolerable MOD has to be dealt with by changing
the model. In case of the prescriptive reference
mode, the original has to be adapted, however. In
case of the constitutive mode, the problem does
not occur. In idealizing mode, one might even
argue that MODs have to be tolerated because
the original fails to be in ideal state and cannot,
at acceptable cost, turned into that state. In case
of the prognostic mode, it is key that any im-
portant MODs essentially disappear at the right
point in time. In the explanatory mode, it suf-
fices that any important MODs can be explained
by the model presuppositions or can be ignored
altogether without challenging the model’s explan-
atory power.
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4 Models as media content
In Stachowiak’s view, models consist of predicates.
I find this view suspicious, as any predicates do not
include the perspective from which the original
is viewed and ultimately justifies the ascription
of the predicates to the original. I think, that an
approach to modelling would be superior, that uses
judgements to ascribe characteristics to originals
as these inherently include the perspective under
which the judging individual or community views,
i. e., constitutes, the original.5 Obviously, the way
originals are constituted, ultimately carries over to
model specification. As theoretical foundation of
the theory of judgements, in the past I have used
(Pfänder 1921), see also (Kaschek 2004).

Since some time I adhere to Nietzsche’s dictum
(Nietzsche 1887) that any perception involves a
perspective, i. e., involves a peculiar and personal
way of constituting conceptually a thing under
scrutiny. For that , the distinction of the thing
by itself from the thing for someone in my view
cannot really be followed through. Rather, in my
view, it is a modelling approach of actually rather
limited explanatory powers. I think that Nietzsche
is also right in asserting that the best that can
be hoped for is a multi-perspective perception of
scrutinized entities. Therefore, I feel that attempts
to structurally characterize models are insufficient.
They need to be complemented by some approach
that ignores the model structure.

Models can be understood as to facilitate a
conversation between the creators and the users
of the model. The information transfer mappings
mentioned before, can be understood as being
implemented by that conversation. Since, in that
sense, modelling intimately is connected to a
media facilitated communication, at this time I
prefer a definition of the model concept as media
content. Of course I stick to Stachowiak’s model
features. Moreover, I add the reference mode
and the much increased role of the thesaurus.
Considering models as media content makes it
superfluous to consider syntactical details when it

5 As is well-known, in database integration this view is
actually commonly taken.

comes to distinguishing models from non-models,
since, what counts simply is, whether or not it a
valid media content. It might even help to include
into modelling the perspective of model user more
effectively than this has been achieved so far. I
would not necessarily claim, though, that in each
case a given media content is used to refer to
something different from it. However, in my view
that is actually pretty often the case.

The idea to consider models as media content
that facilitates a conversation between model cre-
ators and model users suggests to understand the
concept of model quality as the consistency of that
model that contributes to that conversation being
helpful with regard to the model users reaching
the goal, that triggered the model use in the first
place. At this time I can only contribute most basic
related ideas. If one takes a transactional view of
communication, according to which communica-
tion essentially is an exchange of messages, then,
to understand communication one has to under-
stand sequences of messages. (Schulz von Thun
2017) provides a simple, yet powerful, meta model
of messages. Schulz von Thun distinguishes the
following message dimensions, content, me, you
and appeal. He, moreover, considers each mes-
sage as a compound of message aspects according
to each of the mentioned dimension.

By the content dimension of a message, an
interlocutor expresses what the message actually is
about, while in the me-dimension that interlocutor,
to some extent and in some way, discloses to
their partner how they view themselves and by
the you-dimension, expresses, how they perceive
and relate to the partner. Finally, in the appeal-
dimension, the interlocutor expresses what they
want the partner to do in response to the message
reception.

Some of the things to be considered with regard
to the virtual conversation of model-user with
model-creators are: the kind of item that may,
should, shouldn’t or must not be referred to with
the aid of the model; the modes, in which these
items may, should, shouldn’t or must not be re-
ferred to; the goals, that may, should, shouldn’t or
must not be pursued by means the model; for each
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goal, what are the processes, operations and data
that are required to achieve the goal; how to assess
the model user’s readiness to use the model and
how to bring that readiness to the required level;
and finally, how to identify the expectations the
model user has with regard to the model and how
these can be communicated to the model creator.

It would be interesting to pursue further research
with regard to any improvements of the theory of
model quality, that can be achieved by considering
models as media content. This, however, would
have to be the subject of further papers.
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Abstract. In conceptual data modelling, one of the most important abstraction concepts is specialisation,
with generalisation being the converse. Although there are already some approaches to define generalisation
for behavioural modelling as well, there is no generally accepted notion of process generalisation. In
this paper, we introduce a general definition of process specialisation and generalisation. Instead of
concentrating on a specific process description language, we refer to labelled partial orders. For most
process description languages, behaviour (if defined at all) can be expressed by means of this formalism.
We distinguish generalisation from aggregation, and specialisation from instantiation. For Petri nets, we
provide examples and suggest associated notations. Our generalisation notion captures various previous
approaches to generalisation, for example ignoring tasks, allowing alternative tasks and deferring choices
between alternative tasks. A general guideline is that a more general process contains less features and/or
less information than a more specific one.

Keywords. Process Modelling • Process Generalisation • Process Specialisation

1 Introduction

Specialisation, and its counterpart generalisation,
is an important concept of conceptual data mod-
elling which has been known for many years in
database research (Smith and Smith 1977). The
core idea of generalisation is to combine object
types, which share common attributes, to a more
general supertype, which only has the common at-
tributes, whereas each more specific type inherits
these attributes from the supertype and has its own,
private attributes. We can also adopt a top-down
view instead of a bottom-up one: starting with an
object type, we might identify subtypes such that
the objects in each of the subtypes share common
additional attributes, which might be meaningless
for other objects. The initial type can be special-
ised to these subtypes, and then common attributes
and additional attributes of the subtypes can be

* Corresponding author.
E-mail. joerg.desel@fernuni-hagen.de
This work was achieved while the second author was visiting
professor at University Paris 13.

distinguished. Such a specialisation can cover the
supertype (every object belongs to at least one
subtype) or not, and it can divide the supertype
into disjoint subtypes (no object belongs to more
than one subtype) or not.

Instead of attributes of objects, generalisation
and specialisation also apply to classes and their
methods in object-oriented modelling, and in an
even broader scope, to arbitrary features that are in-
herited from the more general to the more specific
component. Generalisation and specialisation are
very important abstraction concepts in models that
clarify mutual dependencies. They are the pre-
requisite for reuse of system components, and they
allow to avoid redundancy. For the maintenance
of systems and of models, only these concepts
support that common features of different system
or model components can be handled at a single
place, instead of considering various copies.

Whereas generalisation and specialisation are
abstraction techniques that have their own graph-
ical representation in conceptual data modelling,
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there are only few suggestions how to apply com-
parable concepts to process models. On the other
hand, the same arguments as above would apply
to a generalisation and specialisation concept in
behavioural modelling as well. At several places,
this demand was explicitly expressed, see e.g.
(Frank and Laak 2002).

Petri nets are often proposed for conceptual
modelling of system behaviour, e.g. by (Mayr et
al. 2007). In more recent work (Mayr and Michael
2012), a Petri net-like language is presented for
conceptual models of human behaviour. Actually,
this language has primitives for operations and
their pre- and post-conditions. Therefore, a nat-
ural semantics for this language is based on causal
relations between operation occurrences, as oc-
currence nets are a well established semantics for
Petri nets. Basically, each run of a Petri net model
can thus be represented by a partially ordered set
of occurrences of operations or transitions.

There are already some papers dealing with
specialisation for particular process models, such
as Petri nets. In (Wyner and Lee 2005) a particular
extension of Petri nets is suggested, based on (Lee
and Wyner 2003). Unfortunately, it remains un-
clear how this approach can be transferred to other
modelling languages. Another relevant approach
is given in (Aalst and Basten 2002); however,
this paper also restricts to a particular language.
Moreover, it emphasises inheritance and change
instead of specialisation and generalisation. In
particular, the inheritance is based on blocking
and hiding of transitions whereas in our notion
blocking a transition will turn out to be a special-
isation and hiding a transition will turn out to be
a generalisation.

Another important difference between our ap-
proach and previous work is that we consider
partial order behaviour of process models instead
of strings and sequential automata. As mentioned
above, this choice is justified by the observation
that many process languages emphasise causal-
ity and concurrency between activities, which is
most appropriately represented by means of partial
orders.

Our approach should be applicable to as many
process modelling languages as possible. There-
fore, we do not start with any particular syntactical
description but rather concentrate on the behaviour
of models. As mentioned before, the behavioural
notion used in this paper is given by partially
ordered sets of activities representing runs, la-
belled by respective tasks that are expected to
appear in a process model. Although this form-
alism is quite easy to understand, it needs some
involved technical notations that will be carefully
introduced in Section 2. In our examples, we
use Petri nets as a modelling language, but this
does not restrict our approach to this particular
language. We use only elementary Petri nets and
expect the reader to understand them without any
formal definition.

Our core criteria for a specialisation definition
are that specialisation means to add something
(features, tasks, information) to a process model
and that everything valid for a more general pro-
cess model should also hold for its specialisation.
For example, adding a task to a process model
results in the addition of respective activities in the
runs, where the remaining structure of the runs is
not changed. If, according to a process model, two
tasks can be executed independently (in any order
or concurrently), then in a specialisation an order
between these tasks can be specified. This results
in runs that are also runs of the more general
system. If two tasks can be executed alternatively,
then a specialisation might add the information
to decide which of the tasks occurs; in this case,
some of the runs of the more general model are
ruled out in the specialisation. All these relations
can be formulated by means of the respective sets
of runs, and will be the subject of Section 3.

We also identify more subtle specialisation
relations that refer to the branching behaviour
of process models; a more special model could
have “earlier” information about the decision of
a choice than a more general model, although
their respective sets of runs are identical. For
a motivating example and our solution to this
phenomenon, see Section 4.
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Section 5 comes back to the previous work
on specialisation of Petri nets mentioned above.
We show that these concepts can be viewed as a
special case of our approach.

Finally, Section 6 provides a summary and
relates our notion of specialisation to other abstrac-
tion concepts such as refinement and instantiation.

2 Basic Setting
In this paper, no formal definition of a process
model is given, since we do not stick to any partic-
ular process modelling language. Instead, some
characteristics of a process model are expected to
be defined: its set of tasks; its runs containing task
executions; and a precedence relation between
task executions in runs. This precedence relation
is formally given as a partial order, i. e. a transitive
and irreflexive relation (in accordance with Work-
flow Management Coalition n.d., we use the term
activity for a single execution of a task in a process
run). Our definition resembles the definition of
Partial Languages as defined by (Grabowski 1981)
and Pomsets as defined by (Pratt 1986).

Given a process model P with a set of tasks T ,
its behaviour is defined by its set of possible runs.

Definition 1 (Process run) A process run (or
just run) π of a process model P with set of
tasks T is given by

• a finite set of activities Aπ ,
• partially ordered by a precedence relation ;π ,

and
• a mapping λπ : A → T mapping each activity

to a task.

Remark 1 We have decided to consider finite
runs only because infinite runs of process models
are only of theoretical interest. However, each
infinite run can be approximated by an infinite
sequence of finite runs, where each run is a proper
prefix (defined below) of its successor.

If an activity x is mapped to a task λ(x) then
it represents an occurrence of λ(x). Activities
have to be distinguished from tasks since there

can be more than one occurrence of a task in one
run, with different precedence relations to other
activities.

Definition 2 (Immediate precedence)
Given a process run π, the immediate precedence
relation is denoted by →π :=;π \(;π ◦ ;π).

Remark 2 Since the set of activities Aπ is finite,
;π is the transitive closure of →π .

In graphical representations, we depict the relation
→π by means of directed arcs, i.e., we provide the
Hasse-diagram of partial orders. Two activities
x and y satisfy x ;π y if and only if there is a
nonempty path leading from x to y.

Example 1
Figure 1 depicts a process run π such that :
Aπ = {1, 2, 3, 4, 5},→π= {(1, 2), (2, 3), (3, 4), (1, 5)},
and λπ(1) = a, λπ(2) = b, λπ(3) = c, λπ(4) = b,
λπ(5) = b. Thus, activities are denoted by
numbers and tasks by lowercase letters.

1
a

2
b

3
c

4
b

5
b

Figure 1: A process run π

Note that a process run can feature several
branches and that a given task can occur at dif-
ferent places in the process run. In the above
example, task b can occur after another occur-
rence of task b, and both occur concurrently to
a third one. However, they are associated with
different activities, respectively 4 and 2, which are
ordered by the precedence relation, and 5.

In case of sequential semantics of processes,
where each run is represented by a sequence of
occurring tasks, we can easily distinguish the
first, the second, etc. occurrence of a single
task. Each sequence can be viewed as a mapping
from the set {1, 2, 3, . . . , length(run)} to the set of
tasks. For partial-order semantics, there is no such
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unique representation of a run. Hence the “same
behaviour” can be represented by runs which only
differ w.r.t. the activities. Such runs are said to be
isomorphic.

Definition 3 (Isomorphic runs) Let π and π′ be
two process runs of the same process model P
with set of tasks T . Then, π′ is isomorphic to π if
there is a bijection β : Aπ → Aπ′ such that

1. ∀x, y ∈ Aπ : x →π y ⇐⇒ β(x) →π′ β(y)
and

2. ∀x ∈ Aπ : λπ(x) = λπ′(β(x)).

Clearly, process run isomorphism is an equival-
ence relation. If isomorphic process runs are not
distinguished, any representative of the equival-
ence class can be used.

Example 2 Figure 2 schematises the isomorph-
ism between two process runs. Process run π

(Figure 2(a)) and process run π′ (Figure 2(b))
yield the same graph of tasks when abstracting
away the activities.

In general, activities are formalised differently
even though they have the same meaning in terms
of tasks. Sometimes it is still necessary to distin-
guish activities within a process run in order to
be able to refer to precise occurrences of a task.
When this distinction is irrelevant in a figure, a •
will be used instead of the actual activity (see e.g.
Figure 2(c)).

3 Linear Time Specialisation
The meaning of a ;π b is that λ(a) is executed
before λ(b) in run π. If activities a and b are not
ordered by means of ;π then they occur in any
order (this order is not captured by our notion of
run) or concurrently. Each linearisation of a run π,
obtained by adding elements to the order relation
;π , yields another run, which we consider more
specific than π. In turn, each run generalises its
set of linearisations.

The following definition not only compares the
precedence relations between activities but also
the respective sets of activities of two runs. It

1a

2
b

3
a

(a) Process run π

4a

5
b

6
a

(b) Process run π′

a

b

a
(c) Task occurrences

Figure 2: A process run π′ isomorphic to a process
run π

formalises the observation that a run of a more
specific process definition might contain more de-
tails than a run of a less specific process definition.
Hence the runs in the following definition can
belong to distinct processes.

Definition 4 (Process run specialisation) Let
P and P′ be two process models with sets of
tasks T and T ′, respectively. A process run π′

of P′ specialises a process run π of P (denoted
by π′ ≥ π) if there is an injective mapping
µ : Aπ → Aπ′ such that

1. ∀x, y ∈ Aπ : x →π y ⇒ µ(x) ;π′ µ(y) and
2. ∀x ∈ Aπ : λπ(x) = λπ′(µ(x)).

Remark 3 As a consequence of Definition 4, if
x ;π y then µ(x) ;π′ µ(y).

Each activity in the process run π has a corres-
ponding activity in the specialised process (by the
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mapping µ), mapped to the corresponding task (2).
Moreover, for each precedence relation in π, there
is a corresponding sequence of precedences in
π′ (1).

Example 3 Figure 3 shows a process run π′ spe-
cialising a process run π together with the mapping
µ.

π:

π′:

µ:

a b c b

b
a b c d b

e b

Figure 3: Process run π′ specialises process run π

Up to an isomorphism, a process run π′ of P′

specialises a process run π of P if and only if
Aπ ⊆ Aπ′ and ;π⊆;π′. This justifies the “≥”-
notion for specialisations. It is formalised by the
following lemma.

Lemma 1 Let P and P′ be two process models
with sets of tasks T and T ′, and runs π and π′,
respectively. We have π′ ≥ π if and only if there
exists a process run π such that

1. π is isomorphic to π,
2. Aπ ⊆ Aπ′,
3. →π ⊆ ;π′, and
4. ∀x ∈ Aπ : λπ(x) = λπ′(x).

Proof (⇒) Assume that π′ specialises π by
means of mapping µ. Process run π is constructed
as follows:

Aπ = {x ′ ∈ Aπ′ | ∃x ∈ Aπ : x ′ = µ(x)};
;π= {(x ′, y′) ∈ A2

π
| ∃(x, y) ∈;π : µ(x) =

x ′ ∧ µ(y) = y′};
∀x ∈ Aπ : λπ(x) = λπ′(x).

(⇐) Assume that µ : Aπ → Aπ′ is an isomorph-
ism. Mapping µ : Aπ → Aπ′ is constructed by:
∀x ∈ Aπ, µ(x) = µ(x).

A process run π′ specialises π if π boils down
to the same tasks graph as process π (4), π is
isomorphic to π (1), but with activities in π′ (2).
The precedence relation in π respects the order
relation in π′ (3).

Definition 5 (Linear time specialisation) A
process model P′ is a linear time specialisation of
a process model P if for each run π′ of P′, there
exists a run π of P such that π′ ≥ π.

The process model P is then said to be a a
linear time generalisation of P′.

As mentioned in the introduction, every valid
statement about the more general process should
hold for the specialised process as well. In a more
formal setting, which is beyond the scope of this
paper, any formula of an appropriate logic that
evaluates to true for the general process, should
be evaluated to true for the specialised process
as well. Since, in this section, we concentrate
on a relation based on the runs only, this logic
would be Linear Time and based on partial orders,
such as the one of (Bhat and Peled 1998). The
idea is that a less general process contains more
features/information than a more general one but
inherits all properties from the more general one.

Representative examples of
specialisation/generalisation:
Table 1 depicts some representative examples of
generalisation and specialisation. The process
models are given as Petri nets, and their runs
are pictured as well. For each example, both
a specialised and a general version are given.
The example is named after the specialisation
characteristic. Hence, the first one forces an
activity since it prevents an activity associated
with task b from occurring. The second example
adds an activity associated with task b. Finally,
the last example imposes a sequential ordering
between activities that are concurrent in the general
model, namely those associated with tasks b and
c.
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Table 1: Representative examples of specialisation/generalisation

4 Branching Time Specialisation
We begin this section with an example motivating
further enhancement of the specialisation notion.

Example 4 Consider two processes P and P′

modelled by the Petri nets in Table 2. These
nets are actually labelled Petri nets. The two
transitions of the net on the left-hand side labelled
by a represent the same task a. As shown in the
pictures, they have identical sets of runs. Both
processes start with an occurrence of a and then
either continue with an occurrence of b or with
an occurrence of c. Hence they cannot be distin-
guished by just inspecting their runs. However,
in process P, after the occurrence of a, there is

a choice between continuing with b or with c,
whereas in process P′ we have to choose immedi-
ately between the run containing occurrences of
a and b, and the one containing occurrences of
a and c. In this case we might consider process
P′ as a specialisation of P since additional (more
precisely, earlier) information about the choice
between b and c is necessary.

We cannot distinguish processes P and P′ by
means of their runs as in the previous section.
Therefore, it is necessary to carefully examine all
possible behaviours. To do so, we first define the
prefix of a run.
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P’ P

net

a

a

b

c

a

b

c

runs
a b

a c

a b

a c

Table 2: Runs do not always distinguish processes

Definition 6 (Prefix of a run) A run π is a pre-
fix of a run π′ if there is an injective mapping
µ : Aπ → Aπ′ such that

1. ∀x, y ∈ Aπ , x →π y ⇐⇒ µ(x) →π′ µ(y),
2. ∀x ∈ Aπ , λπ(x) = λπ′(µ(x)), and
3. ∀x ′, y′ ∈ Aπ′ : x ′ →π′ y′ ⇒ [(∃y ∈ Aπ, y

′ =
µ(y)) ⇒ (∃x ∈ Aπ, x ′ = µ(x))].

Explanation:
Each precedence relation in the prefix has a cor-
respondence in the complete run π′, (1) and cor-
responding activities are mapped to the same task
(2). Moreover, each precedence relation of the
complete run π′ leading to an activity that cor-
responds to one of the prefix also has its starting
point corresponding to an activity of the prefix
(3).

Example 5 The process run of Figure 4(a) is a
prefix of the process runs of Figures 4(b) and 4(c).

Roughly speaking, a prefix of a run is con-
stituted by a set of activities together with all
their predecessors, up to an isomophism. This
observation is formalised in the following lemma:

Lemma 2 A run π is a prefix of a run π′ if and
only if there exists a process run π such that

1. π is isomorphic to π,

a b

(a) Process run π

a b c

(b) Continuation π′

a

b

c

d e

(c) Continuation π′′

Figure 4: A process run π with different extended runs
π′ and π′′

2. Aπ ⊆ Aπ′,
3. →π =→π′ ∩ Aπ × Aπ ,
4. ∀x ∈ Aπ , λπ(x) = λπ′(x),
5. ∀y ∈ Aπ , x →π′ y ⇒ x ∈ Aπ .

Proof (⇒) Let µ be the mapping mentioned
in the definition of a prefix. Set Aπ = {x ′ ∈
Aπ′ | ∃x ∈ Aπ : x ′ = µ(x)}. The other defining
components of π are items 3 and 4 of the lemma.
(⇐) Choose µ(x) = µi(x) for every x ∈ Aµ where
µi is the isomorphism from π to π.
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Explanation:
This lemma is very similar to Lemma 1. Run π is
exactly the restriction of run π′ to the activities in
π.

Now, for a run that is a prefix of another run,
we define the set of its continuations.

Definition 7 (Extended run, continuations)
An extended run is a run π together with a set of
runs C(P), called its continuations, such that π is
a prefix of each run in C(P).

Note that in general C(P) does not contain all
runs with prefix π. Two extended runs are different
if their continuations are different, even if their
respective runs are isomorphic.

Example 6 Figure 4 pictures a process run π

(Figure 4(a)), and two different continuations:
π′ in Figure 4(b) and π′′ in Figure 4(c). Then
(π, {π′}) and (π, {π′′}) are two different extended
runs of π.

Isomorphic runs can lead to different states.
Definition 7 avoids considering states of pro-
cesses. For applying our concept to concrete
process definition languages, we might consider
the states reached by runs instead, determining the
possible continuations.

Remark 4 For unlabelled Petri nets the distinc-
tion does not occur because isomorphic runs lead
to identical markings. For labelled Petri nets the
problem can occur.

Definition 8 (Branching Time Specialisation)
A process model P′ is a branching time special-
isation of a process model P if, for each extended
run π′ of P′ with continuation C(P′), there exists
an extended run π of P with continuation C(P)
such that

• π′ ≥ π, and
• for each run π̃′ ∈ C(P′) there exists a run
π̃ ∈ C(P) such that π̃′ ≥ π̃.

Example 7 The nets in Table 2 can be distin-
guished using the specialisation of Definition 8,
while they could not be with the linear time spe-
cialisation of Definition 5.

In Table 3, the activities are numbered after
transitions names. The process model P′ has a
run π′, consisting only of activity 1 labelled by
a. Its set of continuations C(P′) contains this
run itself and also the run 1 → 2, as given in the
figure. For P, we also have the run π = 1, labelled
by a. Its set of continuations C(P) contains also
the run 1 → 4, as given in the figure. So, in this
example, for every continuation in C(P′) we find
an isomorphic continuation in C(P). Conversely,
consider the extended run π consisting only of
activity 1 labelled by a in process model P, which
is a prefix of both depicted runs. Its continuation
is the set of both runs depicted in the table. So
it is possible to continue with a b-activity and
it is also possible to continue with a c-activity.
Now activity 1 (i.e., the run consisting only of
this activity) can not be an associated run of P′

because it misses a continuation with an activity
labelled with c. Similarly, activity 3 can not be
an associated run of P′ because this one misses
a continuation with an activity labelled with b.
Arguing about all possible runs and continuations
of P′ as above shows that P′ is a specialisation of
P.

We call this concept of specialisation Branching
Time Specialisation because, again, we have that
the valid statements (now expressable in Branch-
ing Time Temporal Logic) of the more general
process should also hold for the specialised one.

5 Related Works
Abstraction and refinement have been the sub-
ject of numerous researches, and we just mention
some of them here. The goals include to keep the
modelling and reasoning as close as possible to
the essence of the system to be developed, while
still taking into account that a concrete representa-
tion (also called concrete implementation) of data
should be provided at some later point together
with the way it is related with the abstract data.
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3
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4
c

1
a

2
b

1
a

4
c

Table 3: Runs display different activities

(Hoare 1972) proposed a method to prove pro-
gram correctness in the context of stepwise refine-
ment where a representation of abstract data is
chosen. Later, (Guttag et al. 1978) showed how
the use of algebraic axiomatizations can simplify
the process of proving the correctness of an imple-
mentation of an abstract data type. A number of
works followed in the algebraic specification field.
Now, an explicit data type refinement construct is
introduced in programming languages like Scala
(The Scala Programming Language n.d.). Refine-
ment can also be used for program derivation as
in (Diallo et al. 2015), who define a correctness
based concept of refinement.

As mentioned in the introduction, abstraction
was studied for database modelling in (Smith and
Smith 1977), with the concepts of generalisation
and aggregation. These concepts are also part of
the object-oriented approaches (e.g. UML based
approaches), or languages.

The same concepts should also be adapted to the
modelling of the behaviour of a system, described
by a process, a state-based diagram, etc.

(Lee and Wyner 2003) define a specialisation
concept for dataflow diagrams. They distinguish
minimal execution set semantics, in which adding
an activity is a specialisation (as in Table 1), and
the maximal execution set semantics, which is the

option they choose. So obviously, their definition
of specialisation differs from ours.

In (Wyner and Lee 2005), they work on a
specialisation for a variant of Petri net (Workflow
Process Definition). They analyse the approach
of (Aalst and Basten 2002) who identify four
types of inheritance of workflows, and propose an
extension.

Several Petri nets refinements (node, type, sub-
net) were defined by (Lakos 2000), and later ex-
tended in (Choppy et al. 2013) to propose type
refinement that complies with the subtype rela-
tion defined by (Liskov and Wing 1994). These
refinements are useful both, for an incremental de-
velopment of the specification, and for substantial
gain in model checking properties.

(Wang et al. 2010) stress that design issues are
important, and, in the context of component-based
model-driven development, they present two re-
finement relations, a trace-based refinement and a
state-based (data) refinement, that provide differ-
ent granularity of abstractions. So they combine
the data refinement and the behaviour refinement.

Along similar lines (Fayolle et al. 2015) pro-
pose to couple a dynamic behaviour specification
expressed with ASTD (Algebraic State Transition
Diagrams) with a data model described by means
of an Event-B specification. The complementar-
ity and consistency of refinements for both parts
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are explored, and the approach is illustrated on a
CBTC-like train controller.

6 Conclusions
Summary
We have presented a very general notion of special-
isation and generalisation of processes which does
not stick to a specific process modelling language
but can be applied to all process languages where
behaviour can be expressed in terms of partially
ordered activities. Processes with sequential runs
are a special case where all activities in runs are
mutually ordered. Specialisation is interpreted
as addition of features, where features can be
additional tasks, additional ordering information,
additional information on choices and earlier in-
formation on choices. All these features except
the last one can be expressed by a specialisation
relation on runs whereas the last one concerns
branching points of process models that do not
appear in runs and hence require a more involved
definition based on runs and their possible con-
tinuations.

Specialisation versus
Refinement/Generalisation versus
Aggregation
One could argue that refinement of a process
element is a form of specialisation because the
more detailed view adds information. Conversely,
what distinguishes generalisation and aggregation?
According to our definition, specialisation adds
something to a process, whereas refinement re-
places something by something else, which should
be more detailed. For example, if a task is added
to the process, then the process is more special
and associated activities show up in its runs. If
a task is refined to two subsequent tasks, then
the process is more detailed and the respective
activities are refined accordingly in its runs.

Specialisation versus Instantiation
In one of our previous examples we have shown
that information about the decision of choices
can be viewed as a particular specialisation. The

specialised process contains less alternatives. If
all choices are decided, then the process is determ-
inistic and contains no alternative at all. In other
words, it only has a single run (remember that
our notion of a run captures possible concurrency
so that no additional runs caused by interleaving
appear). Depending of the representation of the
process and of its single run, both might look very
similar. However, the run represents an instance
of the process (and was an instance of the original
process, too) whereas the process is on a lower
meta-level. Whereas repeated specialisation of
processes is possible and always yields new pro-
cesses, instantiation of processes decreases the
meta-level by one and can only occur once.

Extensions
It is obvious that there are features, that can be
added, which cannot be handled by our concept
so far. One example concerns concurrency. Our
notion of partially ordered runs is interpreted in
such a way, that activities that are not ordered can
occur concurrently or in any order. However, it
could be possible to specialise such a specifica-
tion by demanding that activities have to occur
concurrently whereas any order would be illegal.
This cannot be expressed by our notion unless we
add an additional “concurrent” relation. Other,
similar relations are “not later than” or “at most
two of three activities occur concurrently”.

Another extension refers to data. Usually tasks
are performed for some or several data objects.
This data does not appear in runs of our processes.
For a combined view of processes and data, and for
a combined notion of specialisation, the process
view and the data view have to be integrated.
There is an obvious way to do this integration
by carrying over the data attributes from tasks to
activities. Then the mapping between activities
constituting our specialisation relation has to be
extended to these data objects; the more general
process handles the more general data.

Representation
In data modelling, generalisation and other ab-
straction techniques such as aggregation are rep-
resented graphically in the model. While this is
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nicely possible for aggregation in process models
(see, for example, Desel and Merceron 2010), we
do not see an elegant solution for generalisation
in process models. One obvious approach is to
depict additional tasks and additional relations
between tasks by means of different symbols (col-
ours or lines, respectively). However, if a single
specialisation considers changes in different parts
of a process then it is not obvious to express that
these changes can only occur together.

The Partial Order of Specialisation
Our notion of generalisation and specialisation is
not primarily given as a problem (is x a specialisa-
tion of y ?) but as a specification means. However,
it is an interesting question whether the above
question is decidable and, in the positive case,
what is the complexity of a decision algorithm or
of the problem in general (i. e., the complexity of
the most efficient algorithm).

It is not difficult to see that the specialisation
relation between single process runs is decidable,
although any algorithm heavily depends on the
data structure used to represent the respective pro-
cess runs. Notice that by definition process runs
are finite, i. e., have a finite set of activities. We
cannot deal with isomorphism classes of process
runs in algorithms but instead consider arbitrary
representative process runs.

Proposition 1 Given two process runs π and π′
of two process models P and P′, it is decidable
whether π′ specialises π.

Proof π′ can only be a specialisation of π if,
for each task t, π′ has at least as many activities
labelled by t as π has. This condition is easy to
check. Assume that it holds true.

There are finitely many injective label-
preserving mappings from the activities of
π to the activities of π′, and it is not difficult to
construct them in a systematic way. For each pair
of activities of π, which are in the immediate pre-
cedence relation, we check whether the respective
target activities are ordered in π′ (they do not
necessarily have to be immediate successors!). If

this is true for at least one mapping, then π′ is a
specialisation of π.

Things become more difficult when process
models are compared because each process model
can have infinitely many runs. Since we do not
consider any particular process model, nothing can
be said about decidability in general. Clearly, there
is only a chance for decidability of specialisation
if a process model cannot generate infinitely many
arbitrary runs.

It is not difficult to prove that “being a spe-
cialisation” is a partial order on process models.
Its minimal element is the empty process model
which is a (useless, though) generalisation of all
process models. Using this order one might ask,
for a given set of process models, whether there is
a “largest” generalisation, whether this is unique,
and whether it can be constructed algorithmic-
ally. Similarly, it would be interesting to find
the “smallest” specialisation of a set of process
models. There are no obvious answers to these
questions, and hence the study of the partial order
of specialisation is subject to future work.
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Abstract. During the last 30 years Petri nets have shown a continuous popularity and durability as process
modelling language. While some process modelling languages were crossed with others or even disappeared,
Petri nets are continuously used as modelling language addressing various purposes in the context of
business processes. In this paper, we refer to the success of Petri nets and describe business process
modelling extensions as well as approaches for process modelling, simulation, execution and evaluation
relying on Petri nets. The variety of Petri net-based extensions shows that Petri nets can be adapted to
changing requirements for which these extensions, modifications or variants have been proposed.

Keywords. Petri Nets • Modelling Language • Modelling Variants

1 Introduction
Process modelling is an important activity that sup-
ports all phases of the business process life-cycle,
from the early identification of the need for a busi-
ness process through subsequent phases of design,
execution and monitoring. Business process mod-
els support the common understanding of the kind
of business activities underlying a business pro-
cess, including their mutual relationships. Plenty
of modelling languages exist to design business
processes with different representations (e.g., text
vs. graphic) or using a different design paradigm
(e.g., imperative vs. declarative). The decision in
favour of a specific modelling language depends
on the requirements that the chosen modelling
language should meet (Oberweis 1996). Possible
requirements might be the appropriateness and
adequacy of modelling constructs (i. e., express-
iveness) or an easy learnability of the language
(i. e., simplicity). Certainly, the decision in favour
of a process modelling language might also be
made based upon its practical acceptance, case
studies or the cognitive effectiveness of the visual
notations (Figl and Recker 2016). Currently, the
Business Process Model and Notation (BPMN) is

* Corresponding author.
E-mail. agnes.koschmider@kit.edu

mostly used for process modelling although the
language has shortcomings with respect to a com-
prehensive support of the whole business process
lifecycle (Radloff et al. 2015). The Event-Driven
Process Chain (Nüttgens and Rump 2002), which
was for quite long time the standard language
for business process modelling, has lost popular-
ity. Retrospectively, a continuous durability as a
process modelling language can be attested only
to Petri nets (Reisig 2013). This certainly can
be explained due to the “mathematical analysis
techniques allowing for analytical verification of
many relevant properties of systems’ behaviour”
(Desel et al. 1998).

Since the doctoral thesis of Carl Adam Petri
entitled "Communication with Automata" (Petri
1962) in 1962 there exist also numerous variants
for Petri nets addressing various purposes in the
context of business processes or system dynamics
in general (e. g., different variants of high-level
Petri nets). In this paper, we refer to the success of
Petri nets and describe business process modelling
extensions or approaches to process modelling,
simulation, execution and monitoring relying on
Petri nets. We will show that Petri nets are capable
of expressing changing requirements for which
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these extensions or variants of Petri nets have been
proposed.

The paper is structured as follows. Section 2
summarizes common languages for business pro-
cess modelling and sketches their current status as
modelling language. Section 3 presents exemplary
extensions of Petri nets or approaches relying on
Petri nets and classifies them according to the
business process life-cycle. In each phase we also
point to future directions of process modelling,
execution and evaluation. The paper ends with a
summary in Section 4.

2 Business Process Modelling Languages
The most common language to design business
processes are the Business Process Model and
Notation (BPMN), Event Driven Process Chains
(EPC), Petri nets and the Unified Modelling Lan-
guage (UML). Technical issues of business process
models are rather tackled by orchestration and cho-
reography languages such as XML Process Defin-
ition Language (XPDL), the Web Services Busi-
ness Process Execution Language (WS-BPEL),
ebXML or WS-CDL.

BPMN is a graphical modelling language that
does not only support business process modelling
but also process implementation. Accordingly, the
modelling language has primarily been designed
with the intention to make the notation easy to
understand for all user groups (e.g., analysts cre-
ating the first drafts or the technical developers
responsible for the implementation). BPMN is
divided into five basic categories: Flow Objects,
Data, Connecting Objects, Swimlanes and Arte-
facts. Figure 1 shows a BPMN diagram with three
different flow objects, which are events (circles),
activities (rectangles) and gateways. The stand-
ardization by the OMG in 2005 has certainly led
to the high popularity of BPMN and has contrib-
uted to BPMN becoming the de-facto standard for
business process modelling.

EPC is a graphical, semi-formal modelling lan-
guage aiming to provide a simple and intuitive way
to visualize business process models. There are
numerous proposals in the literature formalizing

Figure 1: Example BPMN diagram

the EPC language (Kindler 2006; Mendling and
Aalst 2006). EPC received a widespread adop-
tion after their integration with the SAP reference
model (Nüttgens and Rump 2002) and due to its
part of the so-called ARIS house. The main con-
structs of an EPC are events, functions, and join
operators (XOR, AND, OR). Numerous variants
of the EPC can be found in the literature such as
the extended EPC (eEPC) allowing to define or-
ganizational units and input and output parameters.
Figure 2 visualizes an eEPC diagram.

Figure 2: Example eEPC diagram

Due to the lack of standardization through an
appropriate organization the popularity of EPCs re-
cently significantly decreases (Karhof et al. 2016).

Petri nets are used in many ways today, for
example to model, simulate, analyse and monitor
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business processes. In doing so, sequential, mu-
tually exclusive and concurrent activities can be
modelled with three modelling elements. Petri
nets consist of places, which are represented as
circles, and of transitions, which are visualized
as rectangles, see Figure 3. Places and trans-
itions are linked by arcs representing relationships
between both elements (Reisig 2013). Places
represent static aspects, such as documents, data
or resources. Transitions are used to represent
dynamic aspects (i. e., state transitions). Petri nets
combine the advantages of a simple graphical rep-
resentation of business processes with the formal
semantics of the uses notation.

Figure 3: Example Petri net diagram

There have already been many discussions
about the theoretical investigations of Petri nets
in the academic sector and the practical needs of
business process modelling languages in business
applications (Desel et al. 1998). In spite of all
these discussions Petri nets are the only language
that “survived” the last 50 years of modelling
and thus a continuous popularity can be definitely
attested to Petri nets (Reisig 2013). One vari-
ant of Petri nets, which is capable to represent
e-Business or web service based aspects are XML
nets. XML nets are a variant of high-level Petri
nets (Lenz and Oberweis 2003). They have formal
semantics, graphical nature, and the strength in
exchanging XML-based structured data. In XML
nets markings of the places are given as XML doc-
uments and places are considered as containers
for the documents. The flow of XML documents
is defined through occurrences of transitions.

3 Extensions and Approaches relying on
Petri nets

In the following we discuss extensions and ap-
proaches relying on Petri nets according to the
business process lifecycle (Weske 2012) (see Fig-
ure 4). The design & analysis phase tackles the
creation and validation of business process mod-
els. The configuration phase within the lifecycle
is about technical realization of a process model,
including setting specific parameters to tie imple-
mentation details to the higher-level model. The
enactment phase is related to the monitoring of
process models. In the business process lifecycle
the evaluation phase addresses the evaluation of
process models using business activity monitoring
and process mining techniques.

Figure 4: Business process lifecycle

Process mining refers to a set of techniques that
analyze (mostly historical) event logs of IT systems
in order to derive a model of the process (i. e.,
mostly a Petri net) that corresponds to these logs.
For a process model to be created from such log
files, the event log must (at least) store the sequence
of events. Figure 5 shows a log file with two traces
to which process mining algorithms were applied
in order to derive a Petri net (Drescher et al. 2017).
Consequently, one can observe that Petri nets also
play an important role in the evolving field of
process mining.
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Figure 5: Process mining applied: generating a Petri
net from an event log

The next section summarizes Petri net based ap-
proaches related to the design and analysis phase.

3.1 Extensions for the Design and
Analysis Phase

There are many discussions regarding the model-
ling approach (i. e., imperative versus declarative
modelling) (Fahland et al. 2009), the support of
modellers and automatic creation of process mod-
els from log files (i. e., process mining). With
respect to modelling methods and in particular
the understandability of Petri net based models,
research has been conducted on how novice mod-
ellers are constructing process models. In this
area, it is well known from empirical studies that
novice modellers struggle to create “good” pro-
cess models since they tend to forget important
model elements. One approach that supports
modellers aims at reducing the entry barrier to
process modelling by providing an on top layer
to process models (Koschmider et al. 2015). It
is a lightweight approach to modelling. Partic-
ularly, the approach presented in (Koschmider
et al. 2015) discusses variables of how to best
design diagrams consisting of graphical or textual
elements The approach adds an abstract model
level (“Layer 0”) that can be represented both
depictively (iconic) or descriptively (symbolic)
with the possibility to seamlessly switch between
them. The abstract layer should enable a quick
and comprehensive view of the underlying (Petri
net-based) process model and in addition should
expose basic modelling capabilities. With this
layer modelling should be accessible for a larger
audience. From the viewer’s perspective: both
representations allow the process model’s viewer
to get a quick and comprehensive view of the
underlying process model. If the viewer is further

interested in the fine-grained representation of the
process model he/she can navigate through the
process model hierarchy. From the creator’s (i. e.,
process modeller’s) perspective: the concepts of
this layer abstract from common process model-
ling languages, and thus, it is expected, that the
creation of process models even for inexperienced
persons is simplified. Such approaches on top of
business process models may pave the way for the
detailed specification of requirements and elicita-
tion of further design options and choices. Figure
6 shows the approach allowing an abstraction and
concretion from depictive and descriptive models
to Petri nets.

Figure 6: Two modalities of the abstraction layer
(“Layer 0”)

The design of business process models
(for novices) can also be supported with a
recommendation-based modelling support system
(Koschmider et al. 2011). Such a system suggests
how to finish appropriately a partially developed
but incomplete business process model. The
user can invoke the modelling support either
via a query interface or s(he) can use a function
automatically suggesting appropriate (Petri net
based) process model fragments by unveiling the
modelling intention of a user at process modelling
time. Additionally, a social software-based ex-
tension was added to the recommendation-based
modelling support in order to take into account a
process builder’s modelling context and the model-
ling history of a community of users (Koschmider
et al. 2010). The system also suggests (Petri net
based) process model parts to the user, that may
help him achieving an individual modelling goal.
Such features potentially improve the modelling
process and, as such, the modelling outcome, that
is, the quality of the process model. To support
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location- and device-independent modelling a
Petri net based tool has been suggested (Alpers
and Hellfeld 2016). The pne.fzi.de tool supports
continuous work on a business process model
through intelligent synchronization mechanisms,
even when changing devices. The list of Petri net-
based extensions addressing the design phase can
be completed with approaches addressing security
and privacy issues or sustainability aspects in
business process models (Betz et al. 2017). Petri
net-based approaches for simulation were sugges-
ted in (Li and Oberweis 2009) and (Eichhorn et al.
2009). The approach proposed in (Eichhorn et al.
2009) tackles a 3D support for graphical business
process simulation. A risk-aware simulation based
on XML nets is presented in (Betz et al. 2011).
In the future, process modelling languages should
be capable of providing links to bind connected
devices enabling sensing, (re-)acting, collecting
and exchanging data via various communication
networks including the Internet. So far, the
design of business processes was dominated by a
so-called Model-Enact paradigm, i. e., the process
has been depicted as a (graphical) process model
that afterwards could be executed by a Business
Process Management System (BPMS) (Janiesch
et al. 2017). The Internet-of-Things paradigm
requires approaches that tackle the whole stack
from sensor data to event data to process activities.
Physical devices sense their environment and
produce events that have to be correlated in order
to distil complex events. Complex events are
then used as input for process mining algorithms.
Benefits and challenges of the integration of IoT
into business process modelling are discussed in
(Janiesch et al. 2017) and (Soffer et al. 2018). The
list of future research fields can be complemented
by the blockchain technology and the combination
of augmented or virtual reality and business
process modelling. 3D technologies open up new
possibilities for modelling business processes.
They provide higher plasticity and eliminate some
deficits of conventional 2D process modelling
such as the limitation of the amount of inform-
ation to be integrated into a process model in
an understandable way (Betz et al. 2008). The

next section sketches approaches for the business
process configuration phase relying on Petri nets.

3.2 Languages for the Configuration
Phase

Technical realization of a process model is tackled
by orchestration and choreography languages. WS-
BPEL is the widely-used standard for this phase.
It lays the foundation for a process engine automat-
ing the execution of business processes specified
as (web) services. BPEL provides an XML nota-
tion and semantics for describing the behaviour of
business processes. XML net based approaches
were suggested since XML nets allow formal veri-
fication for the composition of services (Che et al.
2009). Particularly, with XML nets messages
can be modelled and manipulated as place tokens
for message passing, and the labels in arcs can
be used to model constraints for web service dis-
covery and selection. A further XML net based
extension for web service composition was presen-
ted in (Koschmider and Mevius 2005) and (Lenz
and Oberweis 2004). The paper (Koschmider and
Mevius 2005) introduces so-called Web service
nets allowing a process model driven deduction
of BPEL. Web service nets describe control flows
of web services and derive the description of
web services including behavioural, functional,
and interface-based information. For this pur-
pose, four different types of flow structures are
distinguished. Figure 7 shows the sequence, the
alternative, parallelism and synchronization of
activities. For instance, by the use of alternative,
one branch of a set of choices can be selected.

Figure 7: Flow structures of Web service nets
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The execution of a business process might also
depend on location constraints. A Petri net based
method for defining location constraints in busi-
ness process models was suggested in (Decker
2009), which is suitable for mobile business pro-
cesses. Location constraints restrict the place
where a process activity must be executed (pos-
itive restriction) or is not allowed to be executed
(negative restriction). Figure 8 allows the execu-
tion of the activity “record order” only within the
local instance “Berlin”.

Figure 8: Location constraints of mobile business
processes

One stream of future research for business pro-
cess execution might stem from digital platforms,
which require software architectures being capable
of quickly adopting to changing conditions. In the
future we will see research exploiting benefits of
microservices for business process model execu-
tion. Microservice “...is an approach to develop-
ing a single application as a suite of small services,
each running in its own process and communic-
ating with lightweight mechanisms” (Lewis and
Fowler n.d.). In the context of Business Process
Management (BPM) microservices could com-
plement or even replace WS-BPEL for business
process model execution. Contrary to WS-BPEL
the characteristics of microservices allow execut-
ing highly distributed business process models
without any centralized management. Particu-
larly, process model activities or events could be
specified as a microservice addressing its own

technology stack. Challenges of a microservice-
based business process execution are discussed in
(Koschmider 2017b).

The next section sketches a Petri net-based
approach for the enactment phase.

3.3 Languages for the Enactment Phase
One issue common to business process monitoring
is the inability to link the business process schema
to the information gathered during relevant phases
(Mevius 2008). Therefore, (Lenz et al. 2005)
presents an XML net based approach for process-
oriented business performance management. In
particular, the approach allows analysing poten-
tial exceptional states of performance indicators
and matches counter measures in target-oriented
simulation scenarios. Performance indicators are
represented by XML schemas. Places that are
typed by a performance indicator schema are inter-
preted as containers for the performance indicator
value. The calculation of the performance indic-
ator value is modelled by parts of an XML net and
performance indicator violations can be described
with alert or repair transitions. Figure 9 depicts
the alert transition. An alert occurs if the ratio
falls below a critical value.

Figure 9: Alert transition to describe performance
indicator violations

3.4 Languages for the Evaluation Phase
The evaluation phase is dominated by approaches
for business activity monitoring (Friedenstab et al.
2012) and process mining (Aalst 2016).

The paper (Koschmider 2017a) describes a
novel approach for clustering event traces by their
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behavioural similarity. Existing process mining
algorithms reportedly generate spaghetti mod-
els from event logs of flexible processes, which
are largely incomprehensible. The technique
presented in (Koschmider 2017a) can compare
the control-flow of event traces rather than de-
riving a unique process model encompassing all
traces. The comparison is related to time, duration
and further exogenous factors such as temperat-
ure. The clustering technique is based on two
algorithms, which classify behaviours and allow
us to identify behavioural shifts. The improved
classification of event traces makes the technique
superior to existing approaches, allowing more
efficient identification and analysis behavioural
deviations (Koschmider 2017a). In the future pro-
cess mining approaches are required allowing to
combine heterogeneous sensor and event types.

4 Conclusion

In this paper we sketched business process mod-
elling approaches relying on Petri nets. The ap-
proaches were classified following the business
process life-cycle. Petri net based approaches for
the modelling phase support modellers location-
and device-independently in the construction of
process models. The support ranges from tools
that add an on top layer, to process models or
automatically suggest process model parts for the
completion of a process model editing activity.
Approaches for the configuration phase use XML
nets, a variant of high-level Petri nets, for web
service-based compositions and executions of pro-
cess models. Location constraints restricting the
execution can also be defined. An extension of
XML nets was also presented for the enactment
phase allowing to describe performance indicator
violations. Our contribution to the evaluation
phase is a novel clustering technique for event
traces.

In the future, process modelling languages
should be capable of providing links to IoT devices
and thus considering IoT parameters in process
execution and evaluation (Janiesch et al. 2017).
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Hierarchical robustness model for business processes
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Abstract. Most business processes today can be easily modelled and controlled by advanced business
process management systems. When it comes to processes, that are driven by outside events and require
fast reactions to contingencies in order to stabilize them, e. g., transport or production processes, business
process management systems often seem to reach their limits. In this paper we introduce a robustness model
which is based on a business process model of an undisturbed transport process and extends it by a generic
contingency detection model. We employ a hierarchical organization for deriving corrective actions with
least possible modifications to the original transport process.

Keywords. Logistics • Failure Management • Failure Model • Complex Event Processing

1 Motivation

Business processes are usually modelled by work-
flow or business process techniques. Special
software – workflow or business process manage-
ment systems – is employed to drive the process
across the actions in the model. The underlying
assumption is that most of the actions take place
in the information processing world and can easily
be controlled by the management system.

Processes in logistics, e. g., in production or
transport, follow a sequence of steps, sometimes
with some alternatives provided. Hence one would
expect that these processes could easily be mod-
elled by workflow or business process techniques.
Contrary to the assumptions above, however, the
processes are driven by outside events in the real
world and not a piece of software. Hence, a pro-
cess management system by itself would not make
sense. Further, the major actions are real-world
activities such as loadings, transports, deliveries.
Just a few actions reflect information processing
activities, mostly in a supporting role, e. g., by re-
gistering the state of the process or by automating
accompanying paperwork.

* Corresponding author.
E-mail. lockemann@fzi.de

We claim in this paper that business process
models could still form an important base in logist-
ics, though in a more special manner. Numerous
contingencies may arise along a transport process.
Suppose that a business process model reflects
the regular, undisturbed transport process, then
what we plan to achieve is to use the model as a
framework for deriving corrective or re-planning
actions in a systematic fashion.

The article is organized as follows. In section 2
we briefly touch on related work. In section 3 we
give an example scenario. Section 4 introduces
a generic model for the disturbances along the
transport process. Section 5 builds on the model
and develops a system that drives the necessary
corrections to the process. Section 6 concludes
the paper.

2 Related work
Systems, which withstand disturbances, are called
robust. To be more precise, Wikipedia defines ro-
bustness ‘as the ability of a system to resist change
without adapting its initial stable configuration’,
a definition that is only helpful if one specifies
what is meant by ‘change’ or ‘stable’. Also, the
definition has a static flavour. A more process-
oriented, dynamic view describes robustness as
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the capability of a process to function reliably even
under unfavourable conditions (Vogel et al. 2009).
Again, whether a process is considered robust
depends on the pertinent definitions of ‘reliable’
and ‘unfavourable’.

In their general classification of system depend-
ability (or reliability) aspects, Laprie et al. (1992)
distinguish two ways of coping with failures in
dependable systems: fault prevention and fault
tolerance. Fault prevention is concerned with
how to prevent fault occurrence, and is, to a large
degree, a design issue and requires design rules
which help to avoid introducing failures in a sys-
tem. Fault tolerance deals with how to provide a
service complying with the specification in spite
of faults. Since transport logistics is driven by ex-
ternal forces, extraneous faults and failures seem
unavoidable. Hence fault tolerance is the depend-
ability issue. One of the first authors to consider
robustness in a logistics context have been Wieland
and Wallenburg (2012).

Planning for robustness relies on a list of ex-
pected failures and describes alternatives to be
taken when a particular failure arises. Hagen and
Alonso (2000) suggest that due to the control sys-
tem complexity one should separate failure hand-
ling aspects from the normal flow of control. They
demonstrate the principle with an approach from
a transaction perspective and propose atomicity
and exception handling as the two fundamental
techniques to deal with fault tolerance. In case of a
failure, an application or parts of it are rolled back
to a previous consistent state (backward recov-
ery). From this state, the computation continue by
following alternative or compensation execution
paths (forward recovery).

Such an approach makes sense if most of the
actions are confined to information processing. In
transport logistics, by the time a failure has been
detected, the process has left too many irreversible
traces in the real world to have a chance to return
to a previous state. Hence, forward recovery is
the only way to proceed. Standard approaches in
workflows are either to dynamically modify the
workflow at the point of failure, or to provide a
set of mini-workflows to execute in place of the

failed action. For an example, see, e. g., Lanz
et al. (2010). As part of the Workflow Pattern
Initiative, Russell et al. (2006) group unanticipated
events into classes which are related by similarities
in terms of conditions under which they may
arise. Based on these, they develop patterns, i. e.
generic recurring constructs, to incorporate in a
workflow. Cognini et al. (2016) introduce richer
sets of modelling constructs in the form of business
process fragments and variants that include a wide
repository of constraints.

As we shall demonstrate below, failures in trans-
port logistic are of varying severity, and the scope
of their effect across a network may differ consid-
erably. Current solutions do not seem to account
for those variations, at least not in a systematic
fashion. We present a novel approach that or-
ganizes failures into a hierarchy, where those on
higher levels have a wider effect than those on
lower levels. We associate with each failue a
compensating action with a concomitent reach of
the effect. We escalate the actions up to the level
where a suitable action can be found.

3 An example: Open logistics networks
The overall objective of transport logistics is to
provide the desired goods in the correct volume
at the right time and right place. Stakeholders
are the suppliers, customers and transport carriers
are the intermediaries. Since stakeholders of
all three kinds interact in numerous ways, they
form a network. An open network is one where
stakeholders may freely enter or disconnect, and
are free to enter temporary collaborations, e. g.,
to share transfer orders, improve the utilization
of load capacities, or to help out in damaging
situations. Particular challenges arise in a clocked
network with carriers, which must follow a rigid
timetable, e. g., railway companies. Figure 1
illustrates the principle.

Below on the left, goods are collected from three
suppliers via separate trucks and the consolidated
in a first transition hub (so-called hub-and-spoke
principle), whereas on the right a single truck
collects the wares from two suppliers and delivers
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Figure 1: Example of a logistics network

them to a second hub (a so-called round trip).
Both hubs will send trucks (perhaps after consol-
idating the previous loads with wares from further
sources) to a so-called railport. Note that nothing
has been said on whether the loads belong to one
or more orders or whether they go to one or more
customers. The rail hub by necessity consolid-
ates a large number of orders into the load of a
complete freight train which leaves according to
a predetermined schedule. Likewise, at the other
end a corresponding distribution over several legs
will take place. From now on we will refer to
points of loading or unloading and hubs collect-
ively as tour points and to the transport between
two tour points by a single vehicle as a tour.

The entire transport chain can be modelled by
any suitable formalism, e. g., BPM or UML. In
the remainder we abstract from any particular
formalism.

4 Basic elements of failure management
4.1 Robustnesss
Whether a logistics network is robust or not is
in the eye of the beholder. Since there are many
stakeholders, one can expect that each of them
holds an individual view on robustness. If we
take the network as a whole, then, according to
section 3, we should consider a logistics network
robust if an order placed by a customer with a
supplier is delivered at the specified place and time
in correct composition and volume (see Magnus

and Thonemann 2007), and that this should hold
for every customer-supplier relationship within
the transport system.

During transport, deviations from schedules or
routes are the norm. Fortunately, most of them
remain ‘under the radar’, i. e., are not noticed at
all or considered inconsequential. For a deviation,
that can no longer be safely ignored, but should
at least be tracked because it could endanger the
robustness of the transportation process, we use
the term exception. Not every exception will have
repercussions on the normal course of events and
actions. Those that do will be termed contingen-
cies because they require some sort of counter-
action. Failure serves as a generic term to cover
both, exceptions and contingencies.

4.2 Exceptions and Contingencies
Transport systems are more or less continuously
monitored by collecting various measurement
data from outside, using technical devices like
RFID scans, GPS tracking, thermometers, pres-
sure meters, and, sometimes, human observations.
As long as these do not raise an alarm, a disrup-
tion and the resulting deviation remain unobserved.
When they do, a deviation may qualify as an ex-
ception or a contingency.

On the physical level the exceptions and contin-
gencies have to do with disruptions, which gen-
erally result in delays. Take traffic jams, detours,
driver’s indispositions, truck or train breakdowns,
missing, incomplete, defect or incorrect shipments
at a supplier, non-available ramps or storage areas
at hubs, unpreparedness at the customer site, incor-
rect transport documents, vehicle replacements
of the wrong type, to name a few. Delays may
result in failures of much farther reach. Take a
delay due to vehicle breakdown. Suppose a re-
placement vehicle can be found. This will affect
the entire truck fleet of a transport company or
even a second company. And even after one has
been found, it may turn out that it has insufficient
load capacity to pick up all the goods along the
tour it was scheduled to do. In the worst case
the transport may miss a scheduled train and wait
for the next train, causing delivery of the order
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at the customer site to be late by many hours or
even a day. Disruptions may not only originate
on the physical level. Consider emergency repairs
in a vehicle fleet nullifying a tour plan, or the
cancellation of parts of an order or an increase of
volume of an order.

We conclude that although deviations may oc-
cur on a local level, their effects may reach much
farther. A careful analysis of logistics networks
shows that one can distinguish five spheres of
influence that form a hierarchy (see figure 2). As
mentioned above, some deviations may even ori-
ginate on higher levels.

4.3 Buffers
A time-honored approach to robustness is to build
some slack into the business process. Basically
one adds some reserve capacity to the resources
employed in the process (Bretzke 2010). For
example, to overcome delays one allows more
time than absolutely needed for the tour, or earlier
arrivals than in the exact plan. Likewise, one
may provide larger load capacity than minimally
needed. Of course, this comes at a price because
additional or larger trucks must be kept in reserve.
We refer to the spare resources as buffers.

In designing failure systems one has first do
define what one considers resources. Are they
exclusively of a physical nature such as trucks or
personnel, or also conceptual such as tour times
or tour point sequences? Given these one can then
assign buffers to them. Next, one can estimate how
far their influence may reach, and arrange them
within the hierarchy of spheres. For example, tour
time buffers or load capacity buffers belong to the
tour level because they can be used to alleviate
disruptions of a single tour. Further examples for
this level are alternative routes or alterations in
the sequence of tour points. Typical examples on
the transport level, where an entire transport from
a supplier to a customer is considered, are excess
loading personnel, several scheduled trains or
unused warehouse capacities in the hubs. On the
order level we observe buffers like delivery time or
order splits. Typical for the fleet level are reserve
trucks, and for the top, network level alternative

suppliers, customers or transport carriers. Figure 2
illustrates the hierarchical arrangement of buffers.

Tour level

Tour plan flexibility

Tour point sequence

Alternative routes

Traveling time buffer

Transport level

Alternative transport points

Schedule buffer

Storage capacity buffer

Additional personnel

Handling time buffer

Order level

Partial shipments

Overall delivery time

Logistics Network level

Alternative suppliers/customers

Alternative carriers

Fleet level
Free vehicles

Figure 2: Buffer hierarchy

4.4 Tolerance intervals
Even though the business plan merely seems to
describe the logistics process rather than drive it,
it evidently plays an active role in case of failures.
Certain buffers are statically specified as part of
the plan, but are then consumed whenever spare
resources are used for overcoming an exception.
By drawing on the buffers and dynamically adjust-
ing them, the business plan seems to occupy the
driver’s seat once an exception occurs.

For example, compensating for a delay may
consume half of a delay buffer at a given tour
point. Since a delay buffer can be associated
with, an entire round trip the other half is still
available for further delays along the run. Hence,
the resource represented by a buffer seems to
shrink dynamically. We refer to the dynamic
counterpart of a buffer as a tolerance interval.

5 Failure handling
5.1 Deviation detection
As mentioned, the external system raises an alarm
if a worthwhile disruption has been observed. This
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alarm is usually referred to as an event. In fact,
many events caused by observations may only be-
come meaningful if they are considered in a larger
context. Just consider temperature measurements,
where a dangerous situation is recognized early
enough after successive values show a growing
tendency. Or suppose that GPS tracking indicates
that a truck is behind its expected position, and the
traffic situation indicates that late arrival seems
unavoidable.

Consequently, that makes it less than straight-
forward to detect an exception. On arrival of an
event, the event must be checked of whether it may
become part of a complex event, conditions must
be checked, the data accompanying the event must
be compared with a specified target value, and
finally a decision be taken whether the event quali-
fies as a deviation. Deviation detection, therefore,
must be captured in the form of a set of rules, e. g.,
ECA (event-condition-action) rules.

5.2 From deviation to contingency
Once a deviation has been detected one must
determine which resources are affected, and hence
which sphere should be examined. Since we
know the current position in the workflow we can
infer the resources. Take late arrival at a tour
point. Then trucks, personnel and loading ramps
are candidates. Associated with each resource are
certain quality characteristics, e. g., truck schedule,
load capacity, ramp assignments. These define the
buffers to be inspected. Note that more than one
resource may be affected, e. g., given a delay both
the schedule of a truck and the work schedule of
its driver should be examined.

Next, we must examine the candidate buffers
and their tolerance intervals on the given hier-
archy level. This should be done in a certain
order. The arrows in figure 2 give an example.
For each interval we subtract the deviation asso-
ciated with the failure from the current value. If
the interval remains above zero then the buffer
could accommodate the deviation and therefore
the deviation can be classified as an exception. If
necessary, we go on and inspect the next buffer.
For example, if a truck arrives late but within

tolerance, and the driver can take a rest within
tolerance all intervals remain above zero and the
effect remains strictly local. If not, we may try
to alter the sequence of tour points next. If this
keeps us within tolerance – now for the entire
tour – we still keep the effect within the tour level.
However, because the correction now involves re-
planning the tour, the deviation has morphed into a
contingency. Re-planning is usually complicated.
In finding a sequence, the tolerance intervals of
the other tour points must be observed. In case
of finding an alternative route one must employ
routing algorithms. Re-planning algorithms are
again associated with the buffers.

If the failure remains (locally) an exception,
then it will not by itself affect the buffers of the
successive transport points, because each buffer
has been designed independent of all the other
buffers. However, on arrival at the next point the
intervals must be properly adjusted.

Whenever the intervals within a given level have
been exhausted, i. e., at least one tolerance interval
has fallen below zero we have a contingency that
cannot be dealt with on the current level. Suppose
that a truck has been delayed for too long to load
wares at a transport point within the tolerance
interval. One remedy could be to start a second
truck on time to pick up the wares. However, this
affects resources beyond the tour level. Figure 3
illustrates the procedure.

Disruption/ 
External alarm

Deviation

Quality criteria

Tolerance
intervals

Resources

ExceptionContingency

Evaluation of
deviation

Adjustment
tolerance interval

At least 1 tolerance
interval < 0

All tolerance
intervals ≥ 0

Figure 3: Failure handling on single hierarchy level
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Figure 4: Escalated failure handling

5.3 Escalation
In the previous example the contingency had a
reach beyond the current level: The suggested
remedy cannot be dealt with locally but affects
the carrier’s fleet. A buffer reflecting spare trucks
would have to be provided on a higher level, in this
case the fleet level. This gives us a handle on how
to treat contingencies: Escalate the contingency
to a higher level and hope that the contingency is
contained on that level. To give another example,
in a tour level contingency one may examine the
entire transport chain for additional slack due to
delay. The transport level is aware of all the
tour points along the transport chain and thus
may inspect each of them whether they still could
tolerate the original delay. It may discover that
the railport offers, with its temporal and volume
buffers, the possibility to take the next train without
a violation of tolerance intervals further along the
transport chain.

The basic idea of our approach is to try to resolve
the contingency on higher levels of the hierarchy.
Basically, the contingency is propagated to the
next higher level (failure escalation). In principle,
since each level in the hierarchy has its own set
of resources with their commensurate buffers, the

procedure of section 5.2 applies separately to each
level in the hierarchy. Figure 4 illustrates the
propagation within each level and the escalation
across levels. Note that exceptions may originate
on any level. For example, a customer may change
an order while the underlying tour is already on
its way, or a supplier may have to split an order
into several parts.

Escalation is more complicated than propaga-
tion within a single level. Many or all tours within
the transport chain must be individually replanned
with the target utilizations and their buffers adjus-
ted. Thus, escalation means change propagations
up and down the hierarchy, and this perhaps several
times (figure 4).

6 Conclusions
In general, business plans serve two purposes.
First, they are a planning tool and as such docu-
ment the business intentions. Second, by embed-
ding them within a business process management
system they become a vehicle to drive the business
process. If large portions of the business process
take place in the physical world, the second reason
does not apply. Even then, as we have shown, a
business plan may assume an active role, albeit as
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the means to guarantee the robustness of a busi-
ness process. To do so, one will have to embed the
business plan into a failure management system,
and augment the plan by resource buffers and
associated re-planning algorithms.

Using the real-world example of a logistics net-
work we were also able to show that if robustness
is a matter of many resources and stakeholders
resulting in spheres of influence of different width,
a hierarchical approach eases the design of robust-
ness and adds transparency.

We believe the approach is sufficiently generic
to be applicable to other application domains,
e. g., to production scenarios. However, further
research is still needed to confirm the assumption.

The work reported is part of a dissertation by
Natalja Kleiner. The paper is a bit of a historical
reminiscence – Natalja is the second author’s
final student while H.C. Mayr was one of his early
fellow researchers.
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Abstract. EPC, BPMN, SOM and petri nets are methods to business process modelling which look quite
different at the first glance. Considering the two main characteristics of a system, structure and behaviour,
this short article shows two things: (1) in all methods the behaviour model can be regarded as a petri net
enriched with certain semantics, (2) the structure model is missing in all methods besides SOM, thus wasting
a lot of semantics.

Keywords. Business Process Modelling • EPC • BPMN • SOM • Petri Net

1 A system view on business processes
A business process can be understood as (1) collec-
tion of activities, separated by means of common
attributes, (2) event-driven flow of these activities,
(3) adoption of inputs and generation of outputs
having a value for the consumers, and (4) assign-
ment and utilization of some resources (Ferstl
and Sinz 1993; Vossen and Becker 1996). From
this follows that a business process can be under-
stood as a system, consisting of components and
relationships.

What is a business process under the perspect-
ive of structure and behaviour? Structure and
behaviour are the main characteristics of a system.
Compared with a transportation system, structure
is the network of roads connecting the compon-
ents; behaviour is the traffic on it. The structure
of a system determines the scope of its behaviour;
a certain behaviour of a system is only possible, if
the structure supports it.

As an example, a business process involving a
company and a customer is used. The business
process starts with product information sent from
the company to the customer. In case it shows what
the customer wants, the customer places an order

* Corresponding author.
E-mail. elmar.sinz@uni-bamberg.de

which is returned to the company. Processing the
order, the company submits a shipping order to its
store, which releases the shipping to the customer.
An internal shipping report finishes the business
process.

In the following, it is shown that EPC, BPMN
and SOM model the behaviour of a business pro-
cess based on petri nets. Despite looking quite
different, the methods can be led back to the same
notation. On the other hand, only SOM looks at
the structure of a business process.

2 Petri Nets as a Basic Method for
Business Process Modelling

Petri nets (Reisig 2010) are a basic notation for
modelling information flows of systems. They
consist of two types of components, places and
transitions. Transitions can have input places as
well as output places. In the simplest case, a
transition can fire, if all its input places are at
least marked with one token, causing all its output
places to get an additional token. Thus, a petri net
models only the behaviour of a system, its structure
is ignored. The components of the systems, e. g.
company and customer, cannot be shown.

Of course there are different ways to model
a business process as a petri net, depending on
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Figure 1: The Sample Business Process as a Petri Net

the goals of the model. For example, the transfer
of information or goods can be modelled using
separate places, or can be suppressed. In the
following, for reasons of comparability of the
different business process modelling methods, the
transfer is modelled.

Figure 1 shows the resulting business process as
a petri net. It starts on the left side with the product
information, followed by an order if the product
information conforms to the requirements. The
order is succeeded by a shipping order, causing
the shipment and the generation of a shipment
report.

3 Event-Driven Process Chains (EPC) as a
Method for Business Process Modelling

Event-driven process chains (EPC) (Nüttgens
2017) are a well-known method for business pro-
cess modelling proposed in the ARIS approach
(Scheer 1998). Figure 2 shows the business pro-
cess of Figure 1 represented as EPC. To facilitate
the comparison of the two methods, conforming
components are arranged similarly. The concepts
are bridged as follows:

• Events (represented as hexagons) correspond
one-to-one to the places of petri nets.

• Transitions are replaced by functions. While
a transition is not time-consuming, a function
may be.

• Connectors (not used in Figure 2) are represen-
ted by circles labelled with the Boolean operat-
ors AND, OR and XOR. They can be combined
and used to specify pre- and post-conditions of
functions. Compared to petri nets, connectors
are an additional feature, leading to an exten-
sion of semantics. In a petri net, the equivalent
of a connector has to be modelled by additional
transitions and places, considering that a trans-
ition can fire if all preceding places are at least
marked once (AND) or all preceding transitions
feed a common place which is the single input
for the particular transition (OR).

A remarkable difference between a petri net
and an EPC is that an EPC always starts and ends
with an event (Scheer and Thomas 2005). Thus, in
the current example three additional events have
to be included (in Figure 2 grey shaded).
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Figure 2: The Sample Business Process as an Event-Driven Process Chain

Functions can be related with e.g. information
objects and organizational units. These are refer-
encing items only, they do not constitute an own
model within the context of an EPC.

4 Business Process Model and Notation
(BPMN) as a Method for Workflow
Modelling

Business Process Model and Notation (BPMN) is
a popular method for workflow modelling (OMG
2017; Weske 2012). The term workflow instead of
business process means that a workflow specifies
the activities and relations between activities while
executing one or more business tasks (Pütz and
Sinz 2010). By contrast, a business process de-
scribes business tasks and event relations between
tasks. It is strictly goal-oriented. Workflow mod-
els focus as well as business process models on
the behaviour of a system.

The corresponding concepts between a petri
net and a BPMN schema are bridged as follows
(Figure 3):

• Transitions correspond to activities.

• Places occur as start events, as end events, or as
events connecting activities. The latter can be
omitted due to the fact, that a BPMN schema
models a workflow. Here, events inside the
execution of a business task are not in the
foreground.

• Gateways (not used in Figure 3) allow e.g. the
parallel split or the merging of flows.

The most interesting concepts are pools. Pools
are participants, shown as rectangles which sur-
round activities. The rectangles are labelled with
the names of the participants, who execute the cor-
responding activities. Inside a pool, activities are
related by sequence flows (solid lines); between
pools there are message flows (dashed lines).

Another semantic detail can be traced back to
the fact that a pool is a participant. Compared to
a petri net, the control flow of activities executed
by one participant is continuous. For example,
the sequence flow between "send product info"
and "receive order" cannot be found in the petri
net (Figure 1) and by the way neither in the EPC
(Figure 2).
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Figure 3: The Sample Workflow as a BPMN Schema

5 Semantic Object Model (SOM) as a
Method for Business Process Modelling

In the SOM method (Ferstl and Sinz 1995; Ferstl
and Sinz 2005; Ferstl and Sinz 2013, p. 194) the
behaviour of a business process is modelled by a
task-event schema. The following issues bridge
between the concepts of a petri net and a task-event
schema (Figure 4):
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Figure 4: The Sample Business Process as a SOM
Task-Event Schema (Behaviour)

• Tasks: Transitions are replaced by tasks. A task
is a goal-oriented operation on a task object,
released by and producing events.

• Object-orientation: Tasks are combined in an
object-oriented way. All tasks operating on the
same task object form an object. In Figure 4
e. g. the object customer contains the tasks >I
(receive a product info), C> (send an order),
and >E (receive a shipment).

• Places correspond to internal events of an object,
i.e. an event connecting two tasks of one object.

• Transactions: An event from an object to an-
other is represented as a transaction. A trans-
action causes a synchronized execution of the
two tasks, e.g. C> (send an order) and >C
(receive an order) must be completed in one
transaction. C> as well as >C cannot terminate
separately. Therefore, the event of a transaction
is not displayed in the task-event schema.

• Pre- and post-conditions: Tasks can be com-
plemented by pre- and post-conditions. These
are Boolean expressions, e.g. if shipping is
done only once in the afternoon, task E> could
have the pre-condition "shipping order available
AND time = 5 p.m.".

• Colored petri nets: the tokens of an event can
be distinguished and therefore assigned to an
instance of a task operation.
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Figure 5: The Sample Business Process as alternate SOM Interaction Schemas (Structure)

Besides the task-event schema as the behaviour
view on a business process, SOM provides an inter-
action schema as the structure view. Structure and
behaviour view are adjusted, but an advantageous
modelling always starts with the structure view.
The structure view shows the decomposition of
a system or a business process respectively, thus
revealing sub-transactions and sub-objects (Figure
5).

A SOM interaction schema always starts with
the most aggregated system view on the universe
of discourse (trading firm) and its environment
(customer). The object denoting the universe of
discourse is connected with each environment
object by one transaction (distribution of goods)
(Fig 5a). Now the transaction(s) or the universe
of discourse have to be further decomposed. It’s a
good idea to continue with the transaction, which
is deconstructed according to the rule

T(O,O′) ::=

[[ Ti(O,O′) seq] Tc(O′,O) seq ] Te(O,O′).
This means: replace the transaction on the

left side (T(O,O′)) by an initiating transaction
(Ti(O,O′)) sequentially followed by a contracting
transaction (Tc(O′,O)) sequentially followed by
an enforcing transaction (Te) (Fig. 5b). Initiating
transaction as well as initiating and contraction
transaction can be omitted. The rule is called
the negotiation principle and is one of the two
fundamental coordination principles the SOM
model supports. The other coordination principle

is the feedback control principle. It is given by
the rule

O ::= { O′, O′′, Tr (O′,O′′), [ Tf (O′′,O′) ] }.
An object O is replaced by the set of objects O′

and O′′, a control transaction Tr (O′,O′′) from O′

to O′′ and a feedback transaction Tf (O′′,O′) from
O′′ to O′. The latter can be omitted if there is
only a controlled system. As shown in Figure
5c, the object trading firm is decomposed into
the sub-objects sales and store as well as the con-
trol transaction shipping order and the feedback
transaction shipping report. The sub-transactions
from the first decomposition are linked to the new
sub-objects.

Given an appropriate software tool (Ferstl et al.
2016), one can slide up and down the object decom-
position as well as the transaction decomposition,
each level showing a consistent decomposition of
the system and associated with a corresponding
task-event schema.

6 Conclusion
As pointed out, EPC, BPMN and the task-event
schema of SOM can be explained in terms of petri
nets. The modelling methods amend the petri net
semantics differently to specify the behaviour of a
business process or a workflow respectively. For
example, EPC denote every event and are easy to
read, BPMN show participants and their commu-
nication using message flows, and SOM points
out the synchronous execution of a transaction
between different objects.
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Only SOM has a structure model, having a
lot of benefits. The structure shows the decom-
position of a system revealing sub-objects and
sub-transactions. The reason for having a struc-
ture model is the object-orientation of SOM. The
combination of "objects having tasks" and "two
tasks of different objects are driving a transac-
tion" is the prerequisite for the decomposition of
a model.

The opportunity to zoom in and out the system
and having a consistent model on each level adds
a "third dimension" to business process modelling.
On each level of aggregation a behaviour model
can be assigned. The structure model is among
others the platform for model driven architecture
(e. g. Pütz and Sinz 2010).

BPMN could be amended with a structure
model when giving up the semantics of "a pool
is a participant" and replacing it by "a pool is an
object". Without investigating all the details, this
would be a great step forward.
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Abstract. At first glance, it might not seem as if there was a tangible connection between playing a video
game such as Super Mario World, and creating a business process model in a respective software. However,
this paper argues that business process modelling itself can in fact be considered a game, and thus current
issues of business process modeling such as insufficient model quality and unmotivated process modellers
can be attributed to problems of the underlying “game design”. As a solution, the activity of building tools
for business process modeling may also be addressed using game design techniques, thereby allowing the
positive impacts and benefits of games on engagement, motivation, training, and performance to be carried
over to this non-game context. Such a games-perspective on business process modelling has already been
assumed by a small number of researchers, as will be shown through a discussion of related work. Lastly,
this paper calls for additional research situated at the intersection between process modelling and games.

Keywords. Business Process Modelling • Model Quality • Gamification • Serious Games

1 Introduction
Business process models are important artefacts
for the design, implementation, enactment, and
improvement of business processes in the con-
text of Business Process Management (BPM)
(Schönthaler et al. 2012). They are created through
business process modelling (BPMod), which is
often conceptualized as an activity carried out by
a small number of experts eliciting requirements
from process end-users through interviews and
questionnaires. This understanding is slowly chan-
ging, with an increasing number of authors stating
that BPMod requires the active involvement of
all stakeholders to be successful (e. g., (Bandara
et al. 2005; Brocke et al. 2014)). However, such
an inclusive approach to BPMod introduces new
challenges, such as motivating the desired contrib-
utors to actually participate, providing tools that

* Corresponding author.
E-mail. nicolas.pflanzl@wi.uni-muenster.de

enable unexperienced novice modellers to contrib-
ute with little modelling skills, and ensuring that
the quality of the resulting models is high enough
for them to be useful (Pflanzl and Vossen 2014).

To develop solutions for these problems, some
authors seek to transfer social software and its
underlying principles to the BPM domain, which
has led to the emergence of Social BPM (Erol et al.
2010). However, little attention has been devoted
to another domain which could also make valuable
contributions towards solving the aforementioned
challenges: digital games. While such games are
primarily designed as entertainment media and
have historically been seen as unproductive and
disconnected from the “real world”—a view going
back to the mid-20th century, cf. Caillois (1961)
and Huizinga (1949)—they are increasingly being
recognized as tools for training and education that
propel players towards ever-increasing levels of
performance and can motivate them to continue
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playing until there is nothing left to learn (Connolly
et al. 2012; Koster 2005; McGonigal 2011). This
has led to the emergence of research areas such as
gamification (Deterding et al. 2011) and serious
games (Michael and Chen 2005), which seek to
harness the potential of games for purposes other
than entertainment.

While at first glance it might not seem as if an
activity such as modelling business processes (see
Figure ??) could be improved using ideas from
playing games like Super Mario World (SMW, see
Figure 1b) a direct correspondence between the
challenges of the former and the benefits of the
latter as outlined in the previous two paragraphs
can be observed. This can be seen as an indication
that academics should investigate the potential
applications of gamification, serious games, and
related fields to the business process modelling
area. To open an avenue for such research, this
paper argues that process modelling itself can
already be seen as a sort of game, and that accord-
ingly, many problems the discipline is facing today
are the result of inadequate “game design” and
implementation, and may be solved (or at least
alleviated) using tools and techniques adopted
from game design. To that extent, Section 2 will
first substantiate this argument by contrasting and
comparing BPMod and SMW against a definition
of the term “game”. Afterwards, Section 3 will
demonstrate the relevance of a games-perspective
on business process modelling by presenting ex-
isting research that has already incorporated this
view. The paper ends with a brief summary and a
call for future research in Section 4.

2 Business Process Modelling as a Game
Despite numerous attempts to define the term
“game” (see, e. g., Salen and Zimmerman 2003,
Fullerton 2008, Schell 2008), there is still no con-
sensus about its exact meaning and characteristics.
However, Juul proposes the following definition
based on a synthesis of the works of many other
authors: “A game is a rule-based formal system
with a variable and quantifiable outcome, where
different outcomes are assigned different values,

the player exerts effort in order to influence the
outcome, the player feels attached to the outcome,
and the consequences of the activity are optional
and negotiable” (Juul 2011, p. 36). In the follow-
ing paragraphs, a side-by-side comparison of the
game SMW and the activity BPMod will be con-
ducted against the components of this definition
to highlight the similarities between both.

Rules. The rules are the “core of what a game
truly is” (Schell 2008, p. 130) beyond its graph-
ics, technology, and story, and are implemented
through its game mechanics that specify the ac-
tions and behaviours that players may perform (Hu-
nicke et al. 2004). For instance, SMW provides the
basic mechanics walking, running, and jumping,
and the rules of the game further dictate that play-
ers must finish levels by reaching their goals while
overcoming obstacles and avoiding or defeating
enemies. Failing to do so within a given amount
of time causes players to lose lives, which may
ultimately result in a game over. In the context of
BPMod, the rules are imposed by the syntax of the
utilised modelling language. For instance, Petri
nets are defined as sets of places, transitions, and
arcs so that places and transitions are disjoint and
arcs may only exist between elements of different
sets and thus, e. g., not between to places (Re-
isig and Rozenberg 1998). The game mechanics
are then provided by a particular modelling tool
and may consist of operations such as creating,
deleting, and modifying model elements.

Variable and quantifiable outcome. A game
must allow for different outcomes, and players
should experience uncertainty about which out-
come they are going to attain (Fullerton 2008).
Furthermore, outcomes should be unambiguous
and beyond discussion, which relies on the calcu-
lation of appropriate quantitative measures. For
example, when playing a particular level in SMW,
players may successfully reach the exit, run out of
time, collide with an enemy, or fall down a pit. Fur-
ther quantification is provided by indicators such
as the number of collected coins or the remaining
amount of time. In case of BPMod, outcomes
comprise the possible models that may be created
for a particular modelling task. Since this is an
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(a) Horus Business Modeler (b) Super Mario World

Figure 1: Modelling a business process (left) vs. playing a video game (right)

activity carried out by a human modeller based
on their experience and perception, any process
may be depicted in an infinite number of ways
(Becker et al. 2012). These outcomes can then
be quantified by means of measurement proced-
ures for various aspects of model quality, such as
readability, understandability, and completeness
(Overhage et al. 2012).

Valorisation of outcome. To each possible
outcome, a specific value can be assigned, e. g.,
a score. Based on this value, some outcomes
may be considered “better” than others, and those
outcomes with a higher value are typically more
challenging to obtain, therefore requiring skill and
expertise. For instance, players may finish one
particular level of SMW with or without a power-
up, and with more (better) or less (worse) collected
coins and time remaining. Some levels may even
offer a secret exit to be found by particularly skilled
players. Similarly, two different representations
of the same business process may differ in their
value as measured by a set of quality metrics
such as those proposed by Mendling (2008). For
instance, whereas an experienced process modeller
may create a highly readable model as shown in
Figure 2a, a different representation of the same
process constructed by a modelling novice may

contain quality defects such edge crossings and
node overlaps (see Figure 2b) that lower its value.

Player effort. Games are challenging and allow
players to influence the outcome by investing sig-
nificant effort. As such, they differ from movies
and other non-interactive media where the out-
come is independent of any player interaction. For
example, some levels of SMW may exhibit such
a high level of challenge that less experienced
players can only complete them after repeated
failure. Analogously, BPMod is a highly iterat-
ive process in itself, and the initial solution will
most commonly not be optimal so that successive
refinements must be implemented to achieve a
high-value outcome.

Player attached to outcome. As a consequence
of the invested effort, players feel attached to the
result of a game and may experience varying
emotional responses based on its outcome. For in-
stance, whereas accomplishing a difficult level in
SMW can result in a feeling of pride also referred
to as fiero (McGonigal 2011), repeated failure
may instead lead to frustration and unhappiness.
Similarly, it stands to reason that a process mod-
eller may feel, e. g., happy, anxious, or frustrated
depending on whether the utilized modelling tools
allow them to make the desired statements about
a business process. Further emotional attachment
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Figure 2: Quality metrics example: Planar variables

may be connected to the potential consequences
of the modelling endeavour as described next.

Negotiable consequences. Based on its out-
come, a game may (or may not) have optional
consequences in real life that can be negotiated for
any given context. This stands in stark contrast to
the historic, but obsolete view that playing games
is always an inherently unproductive activity that
cannot serve any “serious” purpose beyond mere
entertainment (Caillois 1961), and that is carried
out in a safe environment clearly separated from
reality, the so-called magic circle (Huizinga 1949;
Salen and Zimmerman 2003). An example con-
tradicting this view are the markets that nowadays
exist around many games in which players can
sell in-game items for money. Playing SMW in
turn will most often not entail any real-world con-
sequences, but could also be carried out as a com-
petition or involve a bet with monetary rewards.
In case of BPMod, the potential consequences of
a process model depend on the purpose for which
it was created, such as process improvement, cer-
tification, or software development (Becker et al.
2003). However, it may also be the case that a
model is only created for documentation purposes,
or is rejected due to insufficient quality.

As this discussion illustrates, SMW as well as
BPMod may both considered games when evalu-
ated against the definition provided by Juul (2011).
Thus, it is reasonable to expect that some of the
positive impacts and benefits of digital games may
be carried over to the context of process modelling
by approaching the creation of respective tools as
a game design problem. Such a games-perspective

on BPMod has already been adopted by other au-
thors, as the examples presented in the following
section will demonstrate.

3 Applications
Inspired by the importance of the games industry
and the impacts of playing games on motivation,
engagement, and skills development (Connolly
et al. 2012), researchers are nowadays actively
investigating how the power of games can be har-
nessed to solve real-world problems (McGonigal
2011). This has led to the emergence of many
different research areas addressing this topic from
varying perspectives, such as gamification (Sec-
tion 3.1) and serious games (Section 3.2). While
the BPMod discipline has been slow to investigate
the potential uses of digital games, some initial
research can be identified and will be discussed in
the remainder of this section.

3.1 Gamification
One of the most popular approaches towards ex-
ploiting games lies in the integration of elements
that are perceived as characteristic for the former
into a non-game application domain while main-
taining its ‘serious” nature. Consequently, while
the resulting activity can be more playful, enjoy-
able, and engaging, it should not be perceived as
a game in itself. This approach is called gamifica-
tion and is commonly defined as “the use of game
design elements in non-game contexts” (Deterding
et al. 2011, p. 10). A typical gamification endeav-
our consists of identifying goals that are associated
with the use of a particular system, quantifying
these goals through appropriate metrics, and then
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implementing game design patterns such as points,
badges, and leaderboards to motivate goal-driven
user behaviour (Deterding 2015).

Initial ideas regarding the use of gamification
for BPMod can be found in the area of Social
BPM, an egalitarian, bottom-up approach towards
BPM based on the principles of social software. In
this context, Erol et al. suggest the use of “hon-
our points” as a means for rewarding users based
on their contributions to motivate their voluntary
participation (Erol et al. 2010). These points,
the authors suggest, could then be exchanged for
tangible rewards such as money, acknowledge-
ments, or certifications. Further conceptual work
was conducted by Rittgen, who proposes that
BPMod sessions could also be conducted as com-
petitive games in which a specific modelling task
is given, participants create competing models,
score each other, and the model with the highest
score is chosen as the “winner” (Rittgen 2010).
The author argues that this may serve as a source of
extrinsic motivation, but does not further elaborate
on the details of the scoring mechanism.

Expanding upon these theoretical considera-
tions, other authors have described implementa-
tions of “gamified” BPMod with varying degrees
of sophistication and levels of detail. For instance,
Awad et al. describe ISEAsy, a software for
end-user process modelling that includes experi-
ence points and a level system (Awad et al. 2013).
However, the authors neither provide information
about the activities for which points are awarded,
nor the benefits of gaining a level. Furthermore,
the superficial discussion and lack of an evaluation
prevents making any conclusions about the effect-
iveness of the implementation. A more elaborate
approach and corresponding software prototype
are outlined by Hoppenbrouwers and Schot-
ten based on an interpretation of BPMod as a
game with the following mechanics: modelling
goals, immediate audio-visual feedback, and a
score that reduces over time, thereby causing time
pressure (Hoppenbrouwers and Schotten 2009).
The proposed score system rewards modellers
with 100 points for defining process activities,
100 points for creating control flow arcs, and 10

points for the definition of input and output objects.
While the authors include game design elements
as a foundation rather than secondary components,
it should be noted that their scoring scheme is
limited by rewarding quantity of work instead of
quality.

The most extensive implementation of a gami-
fied process modelling tool to date was presented
by Pflanzl et al. (Pflanzl 2016; Pflanzl et al.
2017). Based on a review of literature on the
quality of business process models, the prototype
called Horus Gamification (see Figure 1a) im-
plements a set of quality metrics addressing the
readability, understandability, and completeness
of process models. These metrics are the founda-
tion for a scoring mechanism that rewards users
for the quality of their models. Furthermore, users
receive real-time quality feedback, have the pos-
sibility to unlock badges for notable behavior, and
can compete with others on a points-based lead-
erboard. The implemented prototype was used
in a field study with first-semester Information
Systems students who were randomly assigned to
either the experimental group (with gamification)
or the control group (without gamification). The
data obtained from the study demonstrates that
gamified BPMod can lead to a statistically signi-
ficant improvement of model quality for all three
categories of metrics (Pflanzl 2017).

3.2 Serious Games
As indicated by the name, serious games are (di-
gital or non-digital) games that are designed for
a primary purpose other than entertainment (Mi-
chael and Chen 2005). They differ from gamified
applications in that they are designed and experi-
enced as full-fledged games rather than non-game
systems that just contain elements of the games.

Very little research can be identified at the in-
tersection between BPMod and serious games.
One example is the work conducted by Brown
et al. who examine the use of virtual worlds
as an environment for distributed, collaborative
modelling sessions involving both experts and
novice users (Brown 2010; Brown et al. 2011).
Through this, BPMod is effectively rendered a
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game that is played in a 3D environment with
opportunities for additional immersion through,
e. g., virtual reality headsets. Another example is
Innov8 2.0, a game that was developed by IBM
as a tool for educating players about the organiza-
tional benefits and importance of BPMod (Blohm
and Leimeister 2013). In this game, players act
as consultants and are tasked with increasing the
effectiveness and efficiency of certain business pro-
cesses through process re-engineering (Sumarie
and Joubert 2009).

4 Conclusion and Outlook
Overall, the presented applications show that
game-based ideas are slowly being incorporated
into BPMod research, although in a more cautious
fashion than in other disciplines. Consequently,
many of the presented concepts remain superficial
(e. g., by focusing on work quantity instead of
quality) and include game elements as shallow
add-ons rather than as an integral part of the un-
derlying system’s fabric. Furthermore, the lack of
empirical data and experience reports means that
any claims about the potential impacts of gami-
fication and serious games for BPMod remains
speculation and conjecture.

Beyond process modeling, some researchers
have also proposed solutions inspired by game
design for other aspects of the BPM life cycle, such
as using gamification to educate novices about the
use of a process modeling language (De Smedt
et al. 2016), building a gamified and competitive
system for specifying rewards and incentives for
business process execution in crowdsourced set-
tings (Scekic et al. 2012), and exploiting serious
games as a tool for training end-users in process
enactment (Pflanzl et al. 2016).

In conclusion, the current state of the art offers
numerous possibilities for research at the inter-
section between process modelling and games,
such as 1) examining more sophistiacted ways of
gamifying existing BPMod tools that go beyond
the mere integration of points, badges, and lead-
erboards; 2) designing and implementing serious
games that teach players process modelling skills

through their gameplay; 3) generating playable
serious games out of reference models to provide
process end-users with gameful process training;
4) studying potential uses of commercial off-the-
shelf games (esp. strategy and city-building games
as well as related genres) as BPM teaching tools;
5) and lastly finding new application scenarios in
other phases of the BPM life cycle.
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A Process Warehouse Model Capturing Process Variants
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Abstract. Process Warehouses are a well-established means for analysing the execution of business
processes and the computation of key performance indicators. We propose a new model for process
warehouses which is better suited to cope with business processes which have many variants. We present a
meta-model of processes with a notion of generic activities which then is used to automatically generate a
generalisation hierarchy for process variants along which OLAP operations can be performed.
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1 Introduction
Process Warehouses (Benker 2016; Eder et al.
2002; Pau et al. 2007) are an appropriate means for
analysing the performance of business process exe-
cution using well established data warehouse tech-
nology and on-line analytical processing (OLAP)
tools. In particular, they allow the definition,
computation and monitoring of key performance
indicators along several dimensions. Typical di-
mensions in process warehouses are process, time,
actor, geographic location. While most of the di-
mensions are organized in hierarchies supporting
roll-up and drill-down operations, the process di-
mension usually is relatively flat, often comprising
just two levels: activity and process, sometimes
augmented with a part-of hierarchy but typically
without a generalization hierarchy.

Some aspects of processes are still poorly sup-
ported such as processes with variants (Döhring et
al. 2014) or interorganisational processes (Groiss
and Eder 1997). Frequently processes exist in sev-
eral different variants or versions within the same
enterprise and even more so between enterprises.
These variants are due to different regulations in
different countries, variations due to different re-
quirements for different branches of an enterprise
(Kop et al. 2005; Mayr et al. 2007) or different

* Corresponding author.
E-mail. johann.eder@aau.at

decision histories and responsibilities. Variants
also arise due to process evolution and the arising
differences add additional complexity to model-
ling temporal data warehouses (Eder et al. 2001).
Even if all these variants were expressed in a single
process definition (with the excessive use of xor-
splits), the resulting processes are large, difficult
to understand and to communicate and overloaded,
and new process definitions still comprise of all
the past processes definitions they should replace.
Analysing sets of process variants is cumbersome
with current process warehouse technology.

In this paper we propose the core of a process
warehouse model with a generalization hierarchy
of processes which captures process variants. This
generalization hierarchy can be generated from
a meta-model of business process models which
introduces the notion of generic activities which
generalize a set of activities (e. g., pay by credit
card, by check, or by third-party (PayPal) could
all be generalized to an activity payment).

Based on given hierarchies of activities we
define generalizations of processes for the "pro-
cess" dimension of a process warehouse. This hier-
archy can the be used to roll-up or drill down when
analysing the logs of the executions of the vari-
ous process variants and it makes it much easier
to compare key-performance indicators between
different variants at different levels of genericity.
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Figure 1: Processing Customer Invoice Payment in Texas/USA.

2 Motivating Example
Let’s assume we have a core business process,
e. g., Processing Customer Invoice Payments of a
financial administration agency that is modelled
as an interaction between two processes named
ReceiveInvoice and PayInvoice.

ReceiveInvoice process consists of a set of activ-
ities that checks if a customer has requested elec-
tronic or hard-copy invoice for goods or services,
while PayInvoice process consists of a set of other
activities that submit or complete with the payment
after a customer invoice is received.

We illustrate our approach of generic processes
and generic activities with 2 variants of this busi-
ness process in two different states Texas and New
York as shown in Figures 1 and 2. The differences
between variants are highlighted with light gray.

Both variants start with Activity A1: Receive
Invoice followed by a decision point (depicted
with an X diamond) where one of the outgoing
activities i. e., B1: Receive e-mail Notification or
C1: Receive Hard-copy Invoice is to be executed
depending on the type of the invoice.

After receiving e-mail notification two paral-
lel activities should be executed: D1: Manage
Account Balance or E1: Update Profile in vari-
ant 1 whereas in variant 2 D2: Manage Account
Balance and E2: Review Payment History.

In variant 1 if the received invoice is a hard-
copy invoice which is issued by a billing specialist
when activity U1: Invoice Customer is enacted.
Afterwards F1: Review Invoice followed by G1:
Make Payment is executed.
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Figure 2: Processing Customer Invoice Payment in New York/USA.

Whereas, in variant 2 if the received invoice
is a hard-copy invoice then a loop decision point
that checks for the invoice errors is executed. If
no errors are found then the flow is shifted to
the second process PayInvoice, otherwise F2:
Check/Fix Invoice Errors is executed several times
until the invoice errors are fixed.

The invoice may be paid manually or electronic-
ally, depending on this option two activities might
be executed: I1: e-Bill Payment or J1: Manual
Payment (check or transfer) in both variants. If
electronic payment is chosen, then in variant 1
three possibilities are offered (K1: Pay by Credit
Card or L1: Pay by Direct Debit followed by
O1: Review Direct Debit Account or M1: Pay
by Third-Party (PayPal) followed by P1: Review

PayPal Payment) and only two in variant 2 (pay
by credit card or by direct debit).

The sub process K1: Pay by Credit Card checks
if it’s enough credit to pay the invoice order. If yes,
then activity Charge credit is executed otherwise
Notify client is executed. But, if manual payment
is chosen then in variant 1 activity S1: Load
Payment Info is executed from a bank representat-
ive, followed by T1: Process Customer Payment,
whereas only activity S2: Load Payment Info is
executed in variant 2. After selecting the payment
method activity Q1: Complete/Submit Payment
is executed, a payment confirmation document is
generated.

Finally, both variants end with executing R1:
Verify Successful Payment activity.
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Figure 3: Process meta-model capturing modelling elements.

3 Process Meta-Model with Generic
Activities

A process is a collection of activities, participants,
and dependencies between activities. Activities
correspond to individual steps in a business pro-
cess, participants (software systems or users) are
responsible for the enactment of activities, and
dependencies determine the execution sequence
of activities and the data flow between them (Eder
et al. 2002). The process meta-model shown in
Figure 3 captures process model elements and
their variants from a design-time perspective. A

step is a concrete invocation of activity in a pro-
cess and it can be either Activity (e. g., activity A)
or ControlElement (e. g., XORSplit). Each step
has different predecessors (from-relationship) and
successors (to-relationship), which is expressed
by the association class Transition.

An activity (the smallest unit of work scheduled
by a workflow engine during process enactment)
can be of the following subtypes: elementary
activity, generic activity or process (sub-process),
where each of these elements are represented
through respective classes in the meta-model in a
generalization hierarchy (cf. Fig.3). An element-
ary activity is an atomic/uncompounded activity,
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Figure 4: An excerpt of specialization from Generic Processes to Concrete Processes.

e. g., activity A1: Receive Invoice. A sub-process
(complex activity) is composed of other activities,
e. g., K1: Pay by Credit-Card composed of activ-
ities KA1: Check Credit, KB1: Charge Credit and
KC1: Notify Client. A process in a process defin-
ition consists of many steps which are logically
related in order to achieve a common goal, rep-
resented with class ConcreteProcess (CP) in our
model. Here, we introduce two notions: generic
activities and generic processes.

A generic activity (GA) is defined as a step
in a process that might be realized by different
activities, e. g., GX1, GX2 as depicted with a
dotted line rectangular in Figs. 1and 2. In the meta-
model a generic activity and its specializations are
related by ‘a_is_specialization_of_ga’ in Fig. 3.
For example, the subprocess in Fig. 1 Electronic

Invoice and activities B, C are specializations of
the generic activity GX1.

A generic process (GP) is defined as a process
that contains at least one generic activity, e. g.,
GP_Pay consists of generic activities GY1 and
GZ1 as shown in Fig. 1. CP and GP are modelled
as disjoint subtypes of Process super type class,
thus a CP cannot contain any GA.

A substitution replaces a generic activity g
in a process model with one of the activities a,
which are specializations of g. A process P is a
specialization of a generic process G, if P can be
derived from G by substituting one of the generic
activities g of G with one of g’s specializations.
e. g., the process PayInvoice is a specialization
of the generic process GP_Pay. Fig. 4 shows
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specializations by substitution of a single activity
from GP to CP.

For the purposes of capturing process variants,
the identification of multiple appearances of the
same activity is very important, as it allows to ag-
gregate measures of the same activity in different
positions of different workflow variants.

4 The Generic Process Warehouse Model
for Process Variants

Process warehouses typically feature the dimen-
sions process, organization (department hier-
archy), actor, geolocation, time. The process
dimension usually only represents the part-of de-
composition of processes. With the introduction
of generic processes as discussed in the preceding
section we are able to also provide consolida-
tion hierarchies for process variants. The PWH
schema is derived based on the workflow meta
model. A Process dimension will be derived
with respective attributes (cf. section (a) of Fig.
5) that stores information about which are the
steps, activities, processes that are planned for
a process enactment to achieve a specific goal.
Some other typical dimensions from resource or
organizational perspectives might be Participant
(alternatively named agent) and Geolocation. We
decided to separate these two dimensions to ex-
press the fact that different users can belong to
different departments in different processes.

Participant stores information about users (hu-
man or system) with specific role, e. g., billing
specialist, that are responsible for the execution of
activities. Geolocation stores information about
the geographic locations of a branch structured in
different organization units (departments) where
a user belongs. Time is another important di-
mension for our process warehouse that stores
information about time needed to execute an activ-
ity etc. Hierarchy consolidation paths from the
highest level to the lowest one are defined for every
dimension table, to show the relationship between
their relative attributes. At the lowest level of
process dimension is step within the workflow
schema. To consolidate the steps to the relevant

activities and to consolidate the activities to the
corresponding processes of different variants, two
types of hierarchies are defined (cf. Fig. 5).

In process dimension the hierarchy coloured
with light gray colour express the fact that a step
is rolled-up to an activity, then an activity to a
generic activity, whereas the hierarchy coloured
with light blue colour express the fact that a
step is rolled-up to a process, then a process
to a generic activity or to a generic process.
An example of instances (process attributes
members) is shown in section (b), i. e., some
possible execution paths (an excerpt of them) e. g.,
‘A1−→B1−→[D1E1]−→H1−→I1−→K1−→Q1
−→R1’ is rolled-up to higher levels
‘A1−→B1−→[D1E1]−→H1−→GZ1−→R1’
(cf. from light gray coloured hierarchy) and
‘A1−→GX1−→GP_Pay’ (cf. from from light blue
coloured hierarchy) etc., and then every of them
is rolled-up to the highest level that contains only
generic processes, i. e., ‘GP_Invoice−→GP_Pay’.

Time has two hierarchies named month and
week hierarchy with specific consolidation paths
e. g., month hierarchy where a day is rolled-up to
a month, a month to a quarter and a quarter to a
year, as shown in section b of Figure 5.

The Participant dimension with the lowest level
of the participant him/herself is consolidated to
a combination of users and roles, expressing the
fact that a user can have a specific role in an
organization unit. The Geolocation dimension
with the lowest level organization unit (OU) con-
solidated to a super organization unit (superOU),
e. g., Management Department can have a higher
hierarchy Financial Department. From superOU
we consolidate to a branch, a branch to a city and
a city to a country to express the fact that different
departments can be part of different branches, and
different branches can be located to different cit-
ies and to different countries, e. g., the customer
payment process in USA and Canada.

So, typical OLAP roll-up and drill down op-
erations can be performed, i. e., from a specific
activity or a process we can roll-up to a generic
activity and the other way round, from generic
activity we can drill-down to activity or process.
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Figure 5: The process warehouse: (a) star schema and (b) example of instances.

From a process we can roll-up to a generic process
and drill down the other way round.

Now we can express structural and complex-
ity metrics in process models, called process
metrics, e. g., key performance indicator (KPI)
for measuring the duration (in time units) or
cost of each process patterns (path) along dif-
ferent variants, i. e., Duration of process path
starting from activity H1 if customer selected
to pay by credit-card and ended to activity
R1 (H1−→I1−→K1−→Q1−→R1). Other KPIs
might be defined to calculate the most frequent
pattern/behaviour after a split condition type is

selected in process variants. The generic pro-
cess structure consolidates different variants in a
multidimensional way, e. g., to derive the average,
minimum and maximum duration of payments
across all different variants of the payment pro-
cess.

5 Related Work
Enhancing analysis of business processes by em-
ploying data warehousing and data mining techno-
logies has attracted research over the last 15 years,
however, the problem of how to deal with process
variants is still not covered satisfactorily.
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Some studies (Eder et al. 2002; Koncilia et al.
2015; List et al. 2002; Pau et al. 2007) have been
proposed on designing data warehouses for work-
flow audit trails called ‘workflow logs’ to exploit
the valuable information they contain. (Eder et
al. 2002; Pau et al. 2007) construct the respect-
ive logical data warehouse models using ADAPT
(Application Design for Analytical Processing
Technologies) notation.

(Benker 2016) recently proposes to derive data
warehouse structures from the meta model of
bpmn in order to be portable between application
domains and to be stable in case of changing
workflows. The data warehouse schema, however,
does not support analysis of process variants.

Approaches like (Niedrite et al. 2007; Shahzad
and Zdravkovic 2012) presented a goal-driven
(i. e., a goal is a state of a process in terms of the
quality of the service property that is intended to
be achieved) requirement analysis together with
the method to obtain the conceptual model of a
data warehouse.

To apply state-of-the-art analysis in different
workflow application domains, especially in Sur-
gical Workflows, multidimensional modelling
seems a promising solution as it allows viewing
data from different perspectives and at different
granularities. (Mansmann et al. 2007a,b) designed
a surgical process recording scheme as uml class
diagram. For the convergence of business process
model and multidimensional model they found
common abstraction between them.

A generic solution for warehousing business
processes validated over HP and its customer
processes is proposed in (Casati et al. 2007). They
abstracted process models and then mapped the
process progression (i. e., associating the start and
the completion of each step) to events occurring
in the source systems.

(Koncilia et al. 2015) focused on analysing
complex workflow logs, i. e., different splits/joins
and loops, by means of OLAP tools. They defined
different sequence of events captured from the
trace Log after importing into the DW.

Recently, process mining approaches propose
techniques for multiple inter-related processes

that may change over time (Aalst 2013) in form
of process cube constructed by 3 dimensions, i. e.,
class type, event class, and time window. In (Liu et
al. 2011) a novel E-Cube model is presented which
combines complex event processing (CEP) and
OLAP techniques for efficient multi-dimensional
event pattern analysis at different abstraction levels.
They built an event pattern hierarchy that integrates
complex event patterns specified using sequence,
negation and concept abstractions.

A multidimensional event log (MEL) analysis
is proposed by (Vogelgesang and Appelrath 2015)
which maps the structure of event logs to a data
cube and organizes instances i. e., cases and events
on different levels.

An evaluation of various process warehousing
approaches through a comprehensive survey is
discussed by (Shahzad and Johannesson 2009).

6 Conclusions
We argued that process variants can be efficiently
and effectively analysed with a process ware-
house using specialization/generalization hierarch-
ies between processes and activities. The introduc-
tion of a genericity relationship between activities
and generic activities allows to generate such gen-
eralization hierarchies for processes to structure
the "process" dimension of process warehouses,
which then can be used to analyse process metrics
with the usual OLAP operations such as to roll-up
and drill down the dimension hierarchy. In par-
ticular it allows to analyse variants of the same
process as individuals together, or partitioned in
similarity groups.
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The Case of Time Domain
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Abstract. This paper reports on the use of the OntoElect methodology for evaluating the fitness of an existing
ontology to the requirements of the knowledge stakeholders in a domain. It demonstrates, that a thorough
routine for indirect elicitation, ensuring completeness, correctness of interpretation, using in ontology
evaluation of these requirements is a must for ontology engineering. This is also valid if the requirements
for ontology refinement are elaborated by a very high profile expert working groups. The approach used in
the reported research is based on the use of OntoElect – the methodology for ontology refinement. The
workflow of OntoElect contains three phases: feature elicitation, requirements conceptualization, and
ontology evaluation. It elicits the set of terms extracted from a saturated collection of documents in the
domain. It further sublimates these terms to the set of required features using the information about term
significance in the form of numeric scores. Furthermore, it applies conceptualization and formalization
activities to these features yielding their aggregations as ontological fragments interpreted as formalized
requirements. Finally, the mappings are specified between the elements in the requirements and ontology
elements. The scores are used in the mappings to indicate the strength of positive or negative votes regarding
the evaluated ontology. The sum of the votes gives the overall numeric fitness measure of the ontology to
the domain requirements. The paper presents the use of OntoElect in the use case of evaluating the W3C
OWL-Time ontology against the requirements extracted from the proceedings of the TIME symposia series.

Keywords. Requirements Elicitation • Automated Term Extraction from Text • Feature Conceptualization •
Ontology Engineering • Ontology Refinement • Ontology Evaluation • Ontology Fitness • Domain
Knowledge Stakeholder • Vote • OntoElect

1 Introduction
Developing an ontology, in its lifecycle, with

an aim to make it meet the requirements of the
domain knowledge stakeholders is a complicated
task. The State–of–the–Art approaches to onto-
logy engineering still lack a rigorous engineering
approach to measure the degree at which an on-
tology corresponds to the requirements. A major
challenge is to elicit these requirements from the
expert community around a domain in a way to
ensure completeness and correct interpretation.
Many popular methodologies, further mentioned

* Corresponding author.
E-mail. vadim@ermolayev.com

in Section 2, suggest that the requirements have to
be elicited via direct communication with the sub-
ject experts in the domain. Relying on this direct
elicitation approach is however unrealistic. Sub-
ject experts quite often oppose direct approaches,
like interviews, brainstorming sessions, etc., as
an undesired overhead to their extensive commit-
ments and prioritise these lowly. In interpreting
requirements, the experts and knowledge engin-
eers use different languages with various notations
and expressive power. Thus, there is a need to
either propose a lingua franca for both groups
to share, or to find an indirect way to acquire
domain understanding and requirements from the
community of experts.
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Shared languages are elaborated as simple, yet
sufficiently expressive lexicons, that are construc-
ted to be equally and easily interpreted by subject
experts and ontology engineers in different do-
mains Those could be positioned at a pre-design
phase of the lifecycle of an information system or
ontology. One notable framework is Klagenfurt
Conceptual Pre-design Model (KCPM) by Kop et
al. (2004). The alternative path is pursued within
the field of Ontology Learning from Texts – see for
example Wong et al. (2012) - which is a subfield in
Text Mining. The most relevant indirect technique
for requirement elicitation is, perhaps, Automated
Term Extraction, which provides, together with
the terms, the information to assess numerically
their significance. However, the output of these ex-
traction routines is just a flat set of terms labelling
the required features. Consequently, the questions
about the completeness of the requirements set
and the correctness of their interpretations are left
without an answer.

Even if one is lucky to have a complete and
correct set of domain requirements shared by
the community of subject experts, there is yet
one more complication – the lack of objective
quantitative metrics to assess the degree to which
an ontology meets these requirements. This is
not surprising because the representations of the
requirements differ from ontology representations.
The requirements to an ontology, to be correctly
interpreted, have to be specified in a language
which is easily understood by a domain expert
who is not a professional ontologist. From the
other hand, an ontology, to be properly used, has
to be specified in a formal representation language,
processable by machines, which reads weirdly to
subject experts. Therefore, there is a definite need
to have a way: (i) to transform requirements to
a form, directly mappable to ontologies; and (ii)
measure if the transformed requirements are fully
implemented in an ontology.

On this way, a synergy between Conceptual
Modelling and Ontology Engineering may help
devise a proper engineering approach that answers
the outlined questions and attempts to overcome
the above mentioned challenging complications.

This paper presents OntoElect – the methodology
for ontology refinement that offers a rigorously
measurable way to: (i) elicit and formalize the
statistically representative sets of domain require-
ments; (ii) formalize these requirements as on-
tology fragments through conceptualization; and
(iii) evaluate the domain ontology against these
formalized requirements. To demonstrate that the
methodology is valid, the use case in the domain of
Time Representation and Reasoning is presented.

The remainder of the paper is structured as
follows. Section 2 further explains the motivation
toward developing a methodology such as Onto-
Elect. It also briefly reviews the related work in
light of seeking the answers to the important ques-
tions on assessing completeness and correctness
of requirements, and also on evaluating the degree
at which the ontology meets these requirements.
Section 3 presents OntoElect in terms of describ-
ing its workflow, phases, techniques, formalisms,
metrics and tools. Section 4 applies OntoElect to
eliciting the requirements on time representation
from the TIME collection of documents and evalu-
ating the W3C OWL-Time ontology against these
requirements. Section 5 summarizes the results
and concludes the paper.

2 Motivation and Related Work
Roughly a decade ago, a reviewer of an onto-

logy paper submitted to a Conceptual Modelling
community conference remarked, that the paper
would have been a good candidate to pass the test
of time if the term Ontology had been replaced by
the term Conceptual Model, also including related
methodological issues. S/he also mentioned that
ontolgies are a quick and careless way to sketch
out conceptual models. Stimulated by this remark,
I started thinking about how to further develop the
craft of ontology design into real engineering. It
turned out that both conceptual modelling and on-
tology development were crafts, at least regarding
requirements elicitation. Both disciplines always
claimed their careful attitude to the requirements
of domain knowledge stakeholders. They did not
however provide an objective and rigorous way
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to measure if: (a) all significant requirements
were put on the table; (b) all these requirements
were correct or correctly interpreted; and (c) the
final product met these significant requirements
satisfactorily.

The mainstream in ontology engineering meth-
odologies (Gómez-Pérez et al. (2004), Pinto et al.
(2004), Schreiber (1999), Suárez-Figueroa et al.
(2012), Sure et al. (2004) – to mention alpha-
betically the few most frequently cited) humbly
forwards the answers to the questions on com-
pleteness, correctness, and fitness to requirements
to the subject experts in the domain, through in-
terviews, brainstorming sessions, or other ways
of direct knowledge elicitation. The bottleneck
is however that these experts often consider as
inefficient the ratio of their own resource to be
spent versus the utility of the resulting ontology
as an artefact usable in their professional activity.
Subject experts are sometimes also careful not
to becoming less competitive and valuable to the
company or community after making their know-
ledge available to the public in an explicit form.
Therefore, indirect methods for requirements eli-
citation need to be developed to help provide
a rigorous and explicit output in answering the
above mentioned important questions.

2.1 Completeness
In Information Retrieval, completeness is often

regarded as an indicator for results quality and
expressed as recall metric. Recall is also used as
one of the basic metrics for assessing quality in
Automated Term Extraction which could be used
as one of the enabling techniques for building
terminology lists, thesauri etc. which could be
considered as lightweight ontologies. More details
on the related work in Automated Term Extraction,
including approaches and implemented tools could
be acquired from the review by Kosa et al. (2017).

Perhaps, one of the first mentions of the import-
ance of a solution to the problem of completeness
in Automated Term Extraction has been by Chien
and Chen (2001) in the context of incremental
term extraction from online text resources that
are enlarged and extended over time. However,

Chien and Chen (2001) looked at the problem
from a linguistic perspective only and proposed
a solution to analyse if all the term candidates
have been extracted from a single textual docu-
ment. OntoElect, proposed by Tatarintseva et al.
(2013), looks at the problem broader and rather
from statistical perspective. It suggests a method
to measure the terminological completeness of the
document collection by analyzing the saturation
of terminological footprints of the incremental
slices of the document collection, as for example
reported by Ermolayev et al. (2014) regarding the
domain of time representation and reasoning.

2.2 Correctness
The question on correctness reflects the long

standing impedance mismatch between: (i) the re-
quirements specified in a form clear to the domain
knowledge stakeholders, but weird for the machine
processing or for knowledge engineers; and (ii)
ontologies specified in a way suited for machine
processing but read weirdly by domain experts.
Several approaches to resolve this mismatch could
be found in the relevant literature.

One alternative, based on conceptual modelling
and its lifecycle, is to propose a lingua franca –
an easily understood subset of a conceptual mod-
elling lexicon – that allows sharing and proper
interpretation of requirement blueprints between
subject experts and knowledge engineers. A not-
able representative of this approach is the Kla-
genfurt Conceptual Pre-design Model (KCPM) by
Kop et al. (2004) developed in the NIBA project1 .

KCPM has been initially developed to bridge
the above mentioned impedance mismatch, within
the information system design cycle, between
requirements specifications in natural (German)
language and abstract conceptual models (for ex-
ample, UML schemas). In KCPM, requirements
are represented in a simplified yet formalized man-
ner with a focus on the structural, functional, and
behavioural terminology within an application
domain. Regarding KCPM, there are at least two

1 NIBA (Natürlichsprachige Informationsbedarfsanalyse)
project has been funded by the Klaus Tschira Stiftung, Heidel-
berg.
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aspects which are valuable for adoption, perhaps in
an adapted form: (i) requirements are formalized
to become closer to conceptual models; and (ii)
requirements are focused on the terminology elab-
orated within the expert community in a domain.
KCPM has been further developed by incorporat-
ing linguistic text processing in the requirements
elicitation routine. Fliedl et al. (2005), based on
KCPM and shallow text parsing, proposed an ap-
proach to bridge the application scenarios, taken in
as natural language texts, and conceptual schemas
describing the Universe of Discourse within a
domain provided by the KCPM framework. These
results inspired the development of the Conceptu-
alization and Formalization pipeline in OntoElect
presented in Section 3.3.

The approaches in ontology engineering based
on the use of ontology design patterns, like those
elaborated in frame of the NeOn EU project2
and some other initiatives (e. g. (Presutti et al.
2012; Vrandecic 2010)] attack the correctness
problem by offering reusable best practices in on-
tology engineering. They propose to shrink the
space of opportunities for potential mistakes and
mis-interpretations by offering ontology design
blocks and patterns which were designed initially
by renowned experts and passed the validity test.
Further, design patterns may be effectively used
for validating the correctness of an ontology, as
proposed by Poveda-Villalón (2016). A disadvant-
age of this approach is that it is applied only to the
output of an ontology engineering process, but not
also to its input – to the requirements. Accordingly,
it does help improve the quality of an ontology
but does not help verify if the requirements were
correctly met. Nevertheless, the results advancing
this ontology engineering strand are quite useful
in terms of re-using design patterns as higher-level
elements for the specification and correct inter-
pretation of requirements. These patterns are also
useful in measuring structural and functional as-

pects of ontology quality, as proposed for example
by Gangemi et al. (2006).

2.3 Ontology Fitness and Ontology
Quality

Ontology quality is an issue which is broader
than the focus of this paper. Here, one quality
aspect – "‘How well does an ontology meet the re-
quirements?"’ – is researched. It is however worth
mentioning that there is a spectrum of aspects that
need to be measured to assess the quality of an
ontology.

Burton-Jones et al. (2005) proposed the suite
of metrics to assess the quality of an arbitrary
ontology, drawing upon semiotic theory. Their
metrics assess the syntactic, semantic, pragmatic,
and social aspects of quality. The metrics were
operationalised and implemented in a prototype
software tool called the Ontology Auditor.

A formal model for ontology evaluation and
validation based on design patterns was proposed
by Gangemi et al. (2006). Their model was based
on the O2 meta-ontology and included three types
of measures (structural, functional, and usability
profiling). Based on this framework, they also
elaborated the ontology of ontology validation
called oQual. This quality evaluation framework
was further extended and refined by Vrandecic
(2010). Later, Poveda-Villalón (2016) proposed
the set of patterns, metrics, and a tool for validating
the correctness of an ontology as a design artefact.

It is known from the above mentioned literat-
ure, that one of the aggregate metrics for usability
profiling of an ontology is fitness. Gangemi et al.
(2006) distinguish fitness to competency ques-
tions and organizational fitness. Fitness to com-
petency questions is in fact a way to assess how
well an ontology meets the intended requirements,
which is measured subjectively, as an opinion
of a knowledge engineer and probably a subject
expert. In difference to the predecessor work,
OntoElect focuses explicitly on measuring fitness
to requirements presented in a conceptualized and

2 NeOn project has been co-funded by the European
Commission’s Sixth Framework Programme under grant
number IST-2005-027595.
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formalized manner. It suggests doing this by spe-
cifying mappings between ontological fragments
and accounting for required feature significance –
as described in Section 3.4.

3 An Outline of OntoElect
OntoElect seeks for maximizing the fitness

of the developed ontology to what the domain
knowledge stakeholders think about the domain.
Fitness is measured as the ratio of stakeholders’
positive over negative “votes” – a metric that
allows assessing the stakeholders’ commitment to
the ontology under development – reflecting how
well their sentiment about the requirements is met.
The more positive votes are collected – the higher
the commitment is expected to be. If a critical
mass of votes is acquired (say 50%+1, which is a
simple majority vote), the ontology is considered
to satisfactorily meet the requirements. Votes,
and information leading to quantifying votes are
collected indirectly – extracted from a statistically
representative document collection.

Hence, OntoElect is an ontology refinement
methodology. It facilitates, in an unbiased and
measured way, to find out what needs to be im-
proved in the domain ontology to better meet
the requirements of the domain knowledge stake-
holders. OntoElect may also be used to cross-
evaluate different ontologies, describing the same
domain, by comparing their fitness measurements.
Therefore, the inputs to OntoElect are (i) a care-
fully chosen collection of good quality documents
which is deemed, by the knowledge stakeholders,
to be representative of the domain; and (ii) an
ontology describing this domain. The output of
OntoElect is in fact the set of recommendations,
based on measurements, on why this or that onto-
logy describes the domain well or not very well
and what needs to be improved in it.

3.1 OntoElect Workflow and Tools
The flow of activities in OntoElect is shown in
Fig. 1. This workflow involves the two roles:
knowledge engineers and subject experts. The
major workload and coordination function falls on

the knowledge engineers. The subject expert role
involves those domain knowledge stakeholders
who contributed their professional texts to the
document collection describing the domain in
question.The phases of the OntoElect workflow
are:

• Feature Elicitation. Determine the saturated
sub-collection of the chosen document collec-
tion representative of the domain. Within this
sub-collection, determine the documents that
provide the highest terminological impact on
the domain – the decisive minority subset. Ex-
tract the set of multi-word terms from the decis-
ive minority documents. Select the significant
terms with their significance scores, further in-
terpreted as required features.

• Requirements Conceptualization and Form-
alization. Categorize and group the required
features, build feature taxonomy by elaborating
subsumptions, part-whole relationships, feature
inheritance, and memberships among the re-
quired features. Refine significance scores by
accounting for their propagation through inher-
itance. Develop the feature taxonomy. Collect
informal knowledge about the meaning of the
required features and transform it to formal-
ized structural contexts, further interpreted as
requirements. Aggregate significance scores
by giving account of the feature groupings in
the requirements.

• Ontology Evaluation. Map the requirements
to the appropriate ontology contexts. Compute
positive and negative votes based on the: (i)
similarities or dissimilarities revealed through
context mappings; and (ii) aggregated signi-
ficance scores. Compute the fitness of the on-
tology as the ratio of positive to negative votes.
Make recommendations based on the votes for
or against the most significant requirements.

The phases are further described in more detail.
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Figure 1: OntoElect workflow, further elaborated from Tatarintseva et al. (2013). The phase of Implementing Ontology
Refinements is pictured outside of the core workflows as it is beyond the scope of this paper

3.2 Feature Elicitation Phase
As already mentioned in Section 2, direct acquisi-
tion of requirements from domain experts is not
very realistic as they are expensive and not really
willing to do the work falling out of their core
activity. In OntoElect, we focus on the indirect
collection of the stakeholders’ votes by extracting
these from high quality and reasonably high im-
pact documents authored by the stakeholders in a
domain.

An important feature to be ensured for know-
ledge extraction from text collections is that a
collection needs to be statistically representative
to cover the opinions of the domain knowledge
stakeholders satisfactorily fully. OntoElect sug-
gests a method to measure the terminological
completeness of the document collection by ana-
lyzing the saturation of terminological footprints
of the incremental slices of the document collec-
tion. The full texts of the documents from the
collection are grouped in datasets in the order of
their timestamps. As pictured in Fig. 2a, the
first dataset D1 contains the first portion (inc) of
documents. The second dataset D2 contains the
first dataset D1 plus the second incremental slice
(inc) of documents. Finally, the last dataset Dn
contains all the documents from the collection.

At the next step of the OntoElect workflow,
the bags of multi-word terms B1, B2, ..., Bn are

extracted from the datasets D1, D2, ..., Dn, using
UPM Term Extractor3 software, together with
their significance (c-value) scores. Those scores
correlate to a significant extent to term frequencies
– i.e. how often a term was met in the dataset.
Please see an example of an extracted bag of terms
in Fig. 2b.

At the subsequent step, every extracted bag of
terms Bi, i = 1 , ..., n is processed as follows:

• Individual term significance threshold (eps) is
computed to cut off those terms that are not
within the majority vote. The sum of c-values
having values above eps form the majority vote
if this sum is higher than 1⁄2 of the sum of all
c-values.

• The cut-off at c-value < eps is done

• Normalized scores are computed for each indi-
vidual term: n-score = c-value / max(c-value)

• The result is saved in Ti

After this step only significant terms, whose
n-scores represent the majority vote, are retained
in the bags of terms. Ti are then evaluated for

3 Java software for extracting terms and relations from
scientific papers developed at Universidad Politechnica
de Madrid in Dr Inventor EU project (https://github.com/
ontologylearning-oeg/epnoi-legacy).
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(a) Datasets and increments

(b) An example of an extracted bag of terms

Figure 2: (a) Incrementally enlarged datasets in OntoElect; (b) an example of a bag of terms extracted by UPM Term
Extractor

saturation by measuring pair-wise terminological
difference between the subsequent bags Ti and
Ti+ 1 , i = 0 , ..., n-1. It is done by applying the
THD algorithm by Tatarintseva et al. (2013). It is
provided in Fig. 3 for reader convenience.

In fact, THD accumulates, in the thd value for
the bag Ti+1, the n-score differences if there were
linguistically the same terms in Ti and Ti+1. If
there was not the same term in Ti, it adds the n-
score of the orphan to the thd value of Ti+1. After
thd has been computed, the relative terminological
difference thdr receives its value as thd divided
by the sum of n-scores in Ti+1.

Absolute (thd) and relative (thdr) terminolo-
gical differences are computed for further assess-
ing if Ti+1 differs from Ti more than the individual
term significance threshold eps. If not, it implies
that adding an increment of documents to Di for
producing Di+1 did not contribute any noticeable
amount of new terminology. Thus, the subset
Di+1 of the overall document collection may have
become terminologically saturated. However, to
obtain more confidence about the saturation, On-
toElect suggests that some more subsequent pairs
of Ti and Ti+1 are evaluated. If stable saturation
is observed, then the process of looking for a min-
imal saturated sub-collection could be stopped.
Sometimes, however, a terminological peak may

occur after saturation has been observed in the
previous pairs of T. Normally, this peak indicates
that a highly innovative document with a substan-
tial number of new terms has been added in the
increment.

Additionally, the documents in the saturated
sub-collection which have the major terminolo-
gical impact on domain coverage are found out. As
reported in Ermolayev et al. (2014), those are the
most frequently cited documents. The numbers of
citations for each paper are acquired from Google
Scholar4 using the Catalogue Generator software
tool (Kosa et al. 2017). Citation frequencies cfr
(the number of citations per year) are computed,
and the impact of each paper in the collection is
computed as:

imp =

{
[0.2 × c f r] + 1, c f r > 0
0, c f r = 0

(1)

where the square brackets stand for taking in-
teger part. Hence, the contribution of the fre-
quency of citations to the impact of the paper is
weighted by 0.2, while the papers having no cita-
tions are filtered out. The documents having their
impact value imp > threshold form the decisive

4 http://scholar.google.com/
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Figure 3: THD algorithm for computing terminological difference in a pair of bags of terms

minority sub-collection of the entire document
collection. The threshold for filtering out docu-
ments from the decisive minority sub-collection
is chosen empirically to ensure that the majority
of the most significant terms are retained.

The Feature Elicitation Phase of OntoElect out-
puts the ranked list of the terms which represent
the stakeholder sentiment about the domain. This
list is extracted from the decisive minority sub-
collection of the documents. Finally, the list is
examined by a knowledge engineer and the irrelev-
ant terms are withdrawn. These irrelevant terms
may appear in the list because these may frequently
appear in the collection and are often individuals
in terms of ontology structure. For example, if the
collection of conference proceedings is used for
term extraction, the names of the authors of the
frequently cited papers, affiliations, venues, names
of the popular datasets used in experiments, etc.
may receive high scores and be considered as sig-
nificant. Among those mentioned above, only the
names of the datasets may be somehow relevant
for an ontology. The rest have to be withdrawn.

The terms in the cleaned list are further inter-
preted as the required features to be met by the
ontology under evaluation or refinement.

To finalize this brief presentation of the Onto-
Elect feature elicitation phase, it is worth noting
that it is domain independent and unsupervised.
However, the particular term extraction tool im-
plies that it is able to process only English doc-
uments. To compensate this shortcoming, the
processing pipeline is architectured in a modular
fashion. Thus, it is possible to replace the term
extraction tool by another one, for example for a
different language.

3.3 Requirements Conceptualization and
Formalization Phase

The task for this phase of OntoElect is to trans-
form the ranked list of the required features to
formalized ontological fragments (requirements),
carrying the positive and negative votes of the
involved features in their aggregated significance
scores. Requirements are further used in Onto-
logy Evaluation phase to compute the fitness of the
ontology. Conceptualization and formalization
in OntoElect are done by a knowledge engineer
through:

• Grouping and categorizing extracted required
features. Individual features could be inter-
preted as concepts, properties, or individuals.
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Figure 4: An example of computing score propagation for required features

• Selecting the significant concepts from the
list of required features and forming the
feature taxonomy, also including property fea-
tures in the appropriate concept features

• Computing the propagated scores up the con-
cept/property hierarchies

• Selecting the most significant concept features

• Elaborating natural language definitions for the
most significant concept features and formaliz-
ing these as ontological fragments using UML
and OWL

• Documenting requirements

Feature grouping is merging several features
which are lexically different but carry equivalent
semantics. The relevant cases include: plural and
singular forms of the same term, for example “tem-
poral constraints” and “temporal constraint” are
the same terms and have to be merged; the terms
that had or had not lost two-letter combinations
because of the peculiarities of their representation
in PDF documents due to the differences in Adobe
versions, for example “de nition” and “definition”
are also the same terms. The significance scores
of the merged terms are added.

Feature categorization stands for deciding if a
feature, due to its semantics, represents a concept,
a property, or an individual. Concept features are
further used to form subsumption or meronymy
hierarchies in the feature taxonomy. The root

of the feature taxonomy is the most abstract and
general “thing” concept to which the rest of the
concept features directly or indirectly subsume.
For example, a temporal interval subsumes to tem-
poral thing, etc. Meronymy hierarchies involve
concept features which are either parts of a whole,
like a weekend is the part of a week, or the wholes
for their parts. Both types of these hierarchical
relationships are important as they influence the
significance of features through property inherit-
ance. Indeed, if a feature subsumes to another
feature then it inherits some of its properties – so
its significance is formed to a particular extent
by these inherited properties. Hence, a parent in
a hierarchy may expect that it is rewarded by its
children through the propagation of their signi-
ficance scores. OntoElect suggests (Tatarintseva
et al. 2013) that score propagation adds one fifth of
the children’ scores to their parent’s score. An ex-
ample of computing propagated scores is pictured
in Fig. 4.

After propagating the scores in the feature tax-
onomy, the most important concepts in it, having
the potential for high impact on the requirements
due to their scores, may be selected. For that,
concept features are viewed in a ranked list and
the group of features covering the desired pro-
portion of importance is promoted. An example
of several (percentile) groups of concept features
for the time domain is given in Fig. 5. The
promoted concept features are used to form the
concept taxonomy and be the central concepts
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Figure 5: An example of the groups of concept features per their importance. The upper group in the list contains 16
features which cover 50+0.93 percent of the accumulated significance (scores) of all the 129 retained features. The
diagram to the left pictures the distribution of the features per percentile groups.

for the formalized requirements. Each of these
promoted concept features is conceptualized in a
formalized ontological fragment – as a concep-
tual model and a piece of code in an ontology
specification language. Conceptualization means
that all the relevant property features and features
representing individuals are consolidated in the
ontological fragment in a harmonized way to form
a coherent piece of a required descriptive theory
for the domain.

The subsequent step in conceptualizing a
concept feature is elaborating its natural language
definition based on the documents in the collec-
tion and probably some external resources of high
reputation. The task of a knowledge engineer
within this step is to ensure that all the required
property features are taken into this definition
and do not contradict each other. Based on the
natural language definition, a conceptual model
is developed for this concept feature, including
also its properties and relationships to the other
relevant concept features.

OntoElect does not enforce any specific working
pattern or software tool for a knowledge engineer

at this formalization step. In our development
practices formalization is a two step process. The
first step is updating the conceptual model coded as
a UML 1.4 class diagram (Booch et al. 2000) using
the ArgoUML editor5 . Protege ontology editor6
is used in the second step for coding the ontology
in OWL 2 with an account for DL restrictions
(Motik et al. 2012). The transformation patterns
from UML to OWL follow the recommendations
by Schreiber7

OntoElect is more specific in recommending a
way for documenting the ontology under develop-
ment. It suggests that the ontology is documented
in a set of Semantic MediaWiki8 pages. Some of
those pages provide the overviews of the ontology
modules, but the rest, which are the majority, are
dedicated to documenting the concepts – one page

5 ArgoUML is an open source UML modeling tool:http:
//argouml.tigris.org/

6 Protege Ontology Editor: https://protege.stanford.edu/
7 OWL Restrictions: http://www.cs.vu.nl/~guus/public/

owl-restrictions/
8 http://semantic-mediawiki.org/
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per concept. A documentation wiki page of a
particular concept contains:

• The natural language definition of the concept

• The UML class diagram of the concept’s con-
ceptual model

• The description of the concept’s properties
grouped according to the property types: data-
type and object properties

3.4 Evaluation Phase
The objective of this phase is to figure out how
well does an ontology (O) describe the domain
meets the formalized requirements (R). This is
done by mapping the requirements, as ontological
fragments represented by their central concept fea-
tures, to the semantically corresponding structural
contexts within the ontology. The mappings reveal
either similarity or dissimilarity and, therefore,
either increase or decrease the fitness of O. To
explain this with a little bit of rigor and present
a way to visualize ontology fitness to domain
requirements, an allusion of a gravitation field,
proposed by Ermolayev (2015), will be further
used.

Let us assume that a domain (D) is adequately
modelled by the set of all relevant requirements (R).
For building a grid based on these requirements it
is assumed, as pictured in Fig. 6a, that:

• All the requirements are placed in the centre of
D; and

• They are not equal in their significance – i.e.
have different spheres of influence around the
centre of gravitation, which is quantified using
the normalized significance scores ns ∈ [0, 1]

Let us suppose now that an ontology (O) is
positioned in D at a distance l from its centre
(Fig. 6(b)). This can be any location on the
circle of radius l around the centre of the grid (Fig.
6(a)). Let us now reveal what might be the forces
influencing O in this position.

Let us assume that O is checked against the
requirements r from R which spheres of influence
reach the position of O (i.e. nsr ≥ l). The follow-
ing are the possible outcomes of these checks:

• A particular part of O, say a semantic context
o ∈ O (a white coloured circle in Fig. 6(b)),
meets the requirement r. Therefore, O becomes
more fitting to R. In this case we will consider
that the increase in fitness ( ∆Φ+0 ) creates a
positive gravitation force −→

G+o applied to O and
directed towards the centre of D, as pictured in
Fig. 6(b). The absolute value of this force is
computed using a direct analogy with the Law
of Universal Gravitation by Newton (1999):

G+o =
1×∆Φ+o
(nsr )2 , (2)

where: “1” in the numerator is the fitness of
r with respect to D – meaning that r fits D
perfectly as one of its requirements; the value
of ∆Φ+0 is within [0,1].

• There is no semantic context o ∈ O that meets
the requirement r (no circle on the ontology
side in Fig. 1(b)) or there is an o that contradicts
r (a black coloured circle in Fig. 6(b)). In both
cases O becomes less fitting to R. Therefore,
we will consider that the decrease in fitness
( ∆Φ−

O for a missing semantic context; ∆Φ−
o for

a context contradictory to r) creates a negative
gravitation force, −→

G−
O or −→

G−
o applied to O and

directed towards the periphery of D, as pictured
in Fig. 6(b). Similarly to (2), the absolute
values of these forces are computed as:

G−
O =

1×∆Φ−
O

(nsr )2 ,G
−
o =

1×∆Φ−
o

(nsr )2 (3)

The overall gravitation force applied to O as an
influence by D is computed as a vector sum:

−→
GO

��
D
=

∑
r ∈R:nsr ≥l

(−→
G+o +

−→
G+O +

−→
G−

o

)
(4)
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Figure 6: Domain requirements: (a) their spheres of influence; (b) gravitation forces; and (c) the equilibrium state of
ontology O in D – adopted from Ermolayev (2015)

O is considered as properly positioned within
D when it reaches its equilibrium state (Fig. 6(c))
with respect to the gravitation field in D, i.e. ap-
pears at a distance l from the centre of D at which−→
GO

��
D
=
−→
0 . This distance could be interpreted

as an integral measure of the semantic difference
between what does O describe and what is re-
quired to be described for D by its knowledge
stakeholders. If O is not in an equilibrium state
regarding D, −→

GO

��
D

will cause it to move either
towards the centre of D or towards its periphery.

Equivalence mappings are created to meas-
ure, based on significance scores, the degree of
(dis-)similarity at the schema level between the
required features and the elements in the ontology
under evaluation. A mapping is a relationship
between a concept feature and a concept in the
ontology, or a property feature and the property
in the ontology:

µ( f , e) = ⟨≡; l; e; r; score; n − score[; c f ]⟩, (5)

where: ≡ is the signature (equivalence mapping);
f is the required feature; e is the corresponding
ontology element; r is the ratio of similarity of f
to e; score is the aggregated score of f ; n-score
is its normalized aggregated score to determine its
sphere of influence; and c f is an optional confid-
ence factor provided by the knowledge engineer
and equal to 1 by default.

Each mapping (5) is a way to specify a posit-
ive vote in the sense of (2) or a negative vote in
the sense of (3-4). Thus, the task of a knowledge
engineer at this OntoElect phase is, for every form-
alized requirement, to specify the set of mappings
of the features aggregated in this requirement to
the elements of the evaluated ontology. When
done, (s)he may compute the values of positive
and negative votes and, further the value for the
overall ontology fitness.

4 Evaluating OWL-Time against Time
Domain Requirements

The progress in understanding the World and its
data in their dynamics is based on having an ad-
equately expressive model of time and, therefore,
pushes forward the refinement of time models.
The developments in Philosophy, Artificial Intel-
ligence, Databases, Distributed Systems, etc. in
the last two decades have brought to life several
prominent theoretical frameworks dealing with
temporal aspects. Some parts of these theories
gave boost to research in logics – yielding a family
of temporal logics comprising temporal descrip-
tion logics. Based on this foundation, knowledge
representation languages have received their cap-
ability to represent time, and several ontologies
of time have been implemented by the Semantic
Web community. It is however important to find
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out if this plenty is enough to meet the demand in
Semantic Data Management.

4.1 The Use Case of OWL-Time
One of the most widely used temporal ontologies
is W3C OWL-Time initially developed by Cox
et al. (2006) as W3C Working Draft dated 27
September 2006. Since that the ontology has been
stalled as recognized by the Consortium. In its
current shape, however, OWL-Time has noticeable
shortcomings. For example, as articulated by the
experts in the W3C Spatial Data on the Web
Working Group (SDW WG)9 , “... one of the
shortcomings of OWL-Time is that it is unclear
how to use OWL-Time in practice, especially how
you query temporal data in ISO 8601 via OWL-
Time.” The members of the SDW WG committed
to deliver a refined ontology, based on OWL-Time,
in a year time frame.

The WG members, based on their expertise,
also articulated and discussed the important re-
quirements to this refined ontology. Among these
requirements mentioned by the experts were:

• Non-Gregorian calendars

• Other (than currently in OWL-Time) time
(TimeStamp) formats

• Approximate time instants (TimeStamp)

• Periods like Cretaceous period

• Leap seconds

Valid questions regarding this use case for On-
toElect is if these requirements articulated and
discussed by the SDW WG members are complete,
accurate, and important.

As it is demonstrated in the subsequent sec-
tions, OntoElect allows answering these questions.
Completeness is checked by comparing the list to
the requirements elicited and conceptualized from
the TIME paper collection presented in Section

9 Here and below in this section, we cite and use the
facts from the minutes of the W3C SDW WG meeting
on the 09 February 2016. The document is available at
https://www.w3.org/2016/02/08-sdw-minutes#item07.

4.2. The result of extracting required features from
this document collection is presented in Section
4.3.

The TIME community has been chosen for
the use case as the members of the SDW WG
outlined the need to query temporal data via an
ontology. Consequently, Time Representation and
Reasoning looks like a very relevant community.

4.2 TIME Document Collection and
Datasets

To assess the sufficiency of domain coverage,
the consensual set of the features of time
has to be extracted and appropriately struc-
tured. A way to do that is to analyze the
document corpus produced by the appropriately
chosen professional community and extract the
required features from there – the TIME com-
munity (http://time.di.unimi.it/) in this
case. The document corpus for required features
extraction has been formed of the proceedings
papers of the TIME Symposia series published
by IEEE. The collection contained all the papers
published in the TIME symposia proceedings
between 1994 and 2013, which are 437 full text
documents in total. The papers of this collection
have been pre-processed manually, including their
conversion to plain texts and cleaning of these
texts. Accordingly, the resulting datasets were
not very noisy. The datasets have been generated
using Dataset Generator10 module from the Onto-
Elect Instrumental Toolset by Kosa et al. (2017).
We have chosen the increment for generating the
datasets to be 20 papers. Moreover, based on the
available texts, we have generated 22 increment-
ally enlarged datasets D1,D2, ...,D2211 . For
generating the datasets the chronological order of
adding documents has been used.

10 The Dataset Generator is available at: https://github.
com/bwtgroup/SSRTDC-PDF2TXT. More details, also on
the other software modules of the OntoElect Instrumental
Toolset, are given in Kosa et al. (2017).

11 The TIME collection in plain text and the
datasets generated of these texts are available
at: https://www.dropbox.com/sh/64pbodb2dmpndcy/
AAAzVW7aEpgW-JrXHaCEqg2Sa/TIME?dl=0.
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4.3 Feature Elicitation
For extracting terms from TIME datasets, the
UPM Term Extractor software has been deliber-
ately chosen by Kosa et al. (2017) as an appropriate
tool for automated term extraction from plain text
with respect to measuring terminological satur-
ation. The results of measuring terminological
difference and detecting terminological saturation
are presented in Table 1 and pictured in Fig. 7.

The saturation measurements revealed stable
saturation starting from D11 − D12 – as presen-
ted in Table 1 by bold values and pictured in Fig.
7 by the vertical dashed line. The saturation curve
has terminological peaks hinting about the appear-
ance of documents with higher terminological
contributions. Saturation is detected at eps equal
to 23.774. The number of retained terms in T12 is
7110, which is only 2.47% of the total number of
extracted terms in the corresponding bag of terms
B12.

Following Ermolayev et al. (2014), we selected
the decisive minority sub-collection using the
information about the frequency of citations, as
described in Section 3. The paper terminological
impact threshold has been chosen as equal to 2.
The decisive minority sub-collection contained
24 papers. A single dataset was formed of these
24 papers and terms extracted using UPM Term
Extractor. The resulting bag of terms contained
686 terms after withdrawing the irrelevant entries
and grouping.

4.4 Conceptualizing and Formalizing
Requirements

For easier cleaning, the ranked list of retained
terms has been classified as indicated in Table212 .
Each term has been put into only one category.

This classification helped withdraw the terms
attributed to the groups deemed as not fully relev-
ant – all except Features. Furthermore, cleaning
reduced the set of feature candidates to 175 items.
The terms in the candidate list have been grouped
– yielding 129 features.

12 The complete table may be accessed at http://ermolayev.
com/TimeOnto/ClassifiedTerms.zip.

The results of grouping are pictured in Fig. 5.
For instance, it shows in the first row of the table
that the feature of TimeInterval has been grouped
by merging the features of Interval (with signific-
ance score of 24.75), TemporalInterval (14.83),
and TimeInterval (4.0). Moreover, the significance
score of a TimeInterval became 43.58. Signific-
ance score propagation has then been done for all
129 required features. Fig. 5 shows for example
that the TimeInterval feature has received the ad-
ditions in its score at least from FuzzyInterval
(39.45), CrispInterval (36.0), and NonConvex-
Interval (22.0)13 . After adding the propagated
scores, the significance of TimeInterval became
equal to 70.96, which made it the top scoring
required feature.

As it may also be seen in Fig. 5, some features,
like TimeInterval or TemporalStructure, could be
categorized as concept features. Many other fea-
tures, for example TemporalIntervalRelation or
Fuzziness, read as properties and were categor-
ized as property features. There were also a few
features that read as individuals, those however
were quite modestly scored in significance and
were further neglected as not really important.

The taxonomy of temporal features has been
further developed as shown in Fig. 8. The authen-
ticity of the names was preserved from the above
mentioned list (Fig. 5) to a maximal extent.

Already at this stage, it is possible to check if the
requirements for refining OWL-Time discussed
at the W3C SDW WG meeting (Section 4.1) are
significant compared to the sentiment of the TIME
community. The correspondences are presented
in Table 3.

The analysis of Table 3 reveals that the require-
ments discussed by the experts in the SDW WG
do not correspond to the most significant required
features. The reason might be that these top
ranking required features were already properly
implemented in OWL-Time. This hypothesis will

13 The other subsumed features are not visible in Fig. 5 –
for example InfiniteInterval (12.0)
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Table 1: Saturation measurements for the TIME bags of terms extracted by UPM Term Extractor

Datasets
Pair

No of Terms Cut-off
threshold

eps

Retained
Terms

(c-value >eps)

thd, value thdr,%in the Bag
of Terms Bi

With
c-value >1

empty-D1 53478 13775 28.000000 1379 112.240776 100.000000
D1-D2 91701 23816 24.000000 2473 72.425797 59.389624
D2-D3 114061 32419 21.500000 3028 24.265441 17.312132
D3-D4 129896 39643 19.651484 3997 32.879384 20.295700
D4-D5 145796 46702 19.651484 4466 32.622249 17.809632
D5-D6 162746 54629 20.000000 4587 44.646245 27.027091
D6-D7 190263 63684 21.000000 5133 38.071510 24.076680
D7-D8 200176 69097 22.000000 5413 26.869088 18.598430
D8-D9 217461 76315 22.000000 5855 18.776156 13.110501
D9-D10 245967 84664 23.219281 6453 26.914239 18.281013
D10-D11 263034 91132 24.000000 6428 24.164533 16.688847
D11-D12 287887 99231 23.774438 7110 18.109566 12.737127
D12-D13 298367 104398 23.774438 7383 12.573733 9.144105
D13-D14 320500 112898 24.000000 7723 13.334954 9.624406
D14-D15 333975 119787 23.774438 8298 14.403930 10.698614
D15-D16 350741 127257 24.000000 8426 16.428110 13.135633
D16-D17 369316 135085 24.000000 8877 9.642629 7.638542
D17-D18 389022 143452 24.000000 9617 11.416546 8.784302
D18-D19 399553 148896 24.000000 10005 8.042102 6.136623
D19-D20 420464 158179 24.000000 10574 11.655716 8.652365
D20-D21 435075 165519 26.000000 9751 9.781677 7.297311
D21-D22 449719 171135 26.000000 10139 6.926144 5.109224

Figure 7: Saturation measurements on the TIME datasets based on the bags of terms extracted using UPM Term
Extractor
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Table 2: The first fourteen terms extracted from the decisive minority sub-collection dataset and their classification.
The numbers under the categories indicate the total quantities of the terms under each category.
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Total No of terms: 686 44 27 6 36 8 22 24 1 4 8 17
5

28 1 13 11
0

1 17
8

147.11 temporal logic ✓
100.11 calendar pattern ✓
86.54 temporal constraint ✓
68.73 temporal operator ✓
59.58 fuzzy match ✓
52.25 temporal structure ✓
49.83 calendar schema ✓
46.25 temporal representation ✓
41.00 temporal reasoning ✓
40.00 freeze quantifier ✓
37.73 fuzzy interval ✓
36.36 xml document ✓
36.00 crisp interval ✓
34.00 satisfiability problem ✓

(a) 50 percentile – 16 features (b) 70 percentile – 33 features (c) 90 percentile – 80 features

Figure 8: Required feature taxonomy. The numbers of features in percentiles (a) – (c) and the colours of the included
required features correspond to the diagram in Fig. 5.
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Table 3: The correspondences between the required features extracted using OntoElect and requirements by W3C
SDW WG

Required Features Extracted from TIME Signi-
ficance W3C SDW WG Requirements

TimeInterval 70.96
Fuzziness 65.92
TemporalStructure 57.29
FuzzyInterval 39.46
TemporalElement 36.95
CrispInterval 36.0
PointIntervalRelation 31.10
TemporalProperty 29.19
TemporalEntity 28.95
IntervalIntervalRelation 28.35
TemporalFeature (high-level) 27.01 Approximate time instants
TemporalConcept 25.73
LinearTemporalOrder 24.22
NonConvexInterval 22.0
PeriodicTemporalElement 21.73 Periods like Cretaceous period
BasicTemporalElement 20.56
...
TimeStamp 10.97 Other (than currently in OWL-Time) time (TimeStamp) formats
...
Calendar 6.4 Non-Gregorian calendars
...
Clock 3.0 Leap seconds
...

Figure 9: The concept taxonomy of TIME requirements. Significant concept features, that constitute, together with
their subsumed hierarchies and aggregated property features, the 70 percentile (Fig. 8(b)), are coloured green.



Enterprise Modelling and Information Systems Architectures
February 2018. DOI:10.18417/emisa.si.hcm
OntoElecting Requirements for Domain Ontologies 103
Special Issue on Conceptual Modelling in Honour of Heinrich C. Mayr

be checked in Section 4.5 by building the equival-
ence mappings between the ontological fragments
of OWL-Time and formalized requirements.

The hierarchy of the concept features presented
in a tabular form in Fig. 5 has been then trans-
formed into the concept taxonomy pictured in Fig.
9. This transformation also included adding the
relevant property features to the concept features.
Based on the groupings of the relevant features
within the concepts of the taxonomy, ontological
contexts for the most significant concept features
(coloured green in Fig. 9) have been developed.
This conceptualization work has been performed
by:

• Developing a fragment of the descriptive theory
of time around the concept feature and property
features grouped with this concept

• Developing a conceptual model of this fragment
as a UML class diagram

• Transforming the conceptual model to the form-
alized requirement specification in OWL (and
SWRL in case a rule is needed to represent a
feature)

• Documenting the requirement in a Wiki page

The results of these activities are illustrated
below using the example of a TimeInstant concept
feature.

The fragment of the descriptive domain theory
elaborating the context of a time instant is presen-
ted below. It contains the basic definition of the
concept feature, its place in the subsumption hier-
archy, and also the description of the properties
associated with this concept.

A time instant is a temporal element represent-
ing a point in time which has no duration. Having
no duration is a qualifying feature of a time instant
in difference to a time interval which has duration.
From the other hand, a time instant is qualified by
its position on the time line (temporal location),
measured using the time stamp. There is only one
time line on which a time instant is positioned.
The time instants having equal timestamps but

positioned on different time lines are regarded as
different; before and after relations also do not
work in this case.

An Origo is a specific kind of a time instant
which, if exists for a particular time line, is placed
at the beginning of times for this time line. Ac-
codringly, there does not exist any other time
instant on this time line which is positioned before
the Origo. The segment of the Past on this time
line is bounded at its beginning by the Origo.

A Present is a specific kind of a time instant
which stands for now or current moment. By
so saying, a Present is the boundary between the
segments of the Past and Future, but not belonging
neither to the Past, nor to the Future.

The basic property of a time instant is its (abso-
lute) position on the time line with which the time
instant is associated. This position is measured
by the value (or the structured collection/bag of
values) being the time stamp of the time instant.
The format for the value / structured bag of values
of a time stamp is specified by the time value
domain.

A time stamp of a time instant may not be
known. In this case, the (absolute) position of
this time instant on a time line could be pointed
to, with uncertainty, using qualitative temporal
relations. For example, if it is known that an event
occurred after 01/12/2017 and before 01/01/18
then the two time instants, ta and tb, with these
timestamps, can be added to a knowledge base. A
time instant te pointing to the temporal location
of the event can then be asserted without time
stamp, but having properties a f ter(te, ta) and
be f ore(te, tb).

If a time stamp has a structure, this structure
is commensurate to the available time units. The
time units are chosen regarding to the precision
(granularity) of the scale generated by the clock.

Relationships between the time instants on the
same time line are specified to reflect their relat-
ivist positioning. Let t1 and t2 be any two time
instants positioned on the same time line (T). Then,
one and only one of the following three statements
holds true reflecting the total linear ordering on the
set of time instants: be f ore(t1, t2), equals(t1, t2),
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Figure 10: The UML model of a TimeInstant. Feature significance scores are shown as the numbers in rounded
rectangles. SWRL rules associated with the properties as restrictions are shown as comments. The overall significance
score of the TimeInstant requirement is 509.96.

a f ter(t1, t2). The total linear ordering imposes
that the following hold true:

• Anisotropy:
∀t1, t2 ∈ T be f ore(t1, t2) ↔ a f ter(t2, t1)

• Anisotropy: ∀t1 ∈ T equals(t1, t1)

• Transitivity:
∀t1, t2, t3 ∈ T be f ore(t1, t2)∧ be f ore(t2, t3) →
be f ore(t1, t3)
∀t1, t2, t3 ∈ T be f ore(t1, t2)∧ a f ter(t2, t3) →
a f ter(t1, t3)

It is considered that there could be no uncer-
tainty in the relations between time instants. How-
ever, there could be uncertainty in the comparison
of the timestamps of different time instants.

Relationships between the time instants posi-
tioned on different time lines can not be spe-
cified (directly) as there is no ordering established
between the elements of different time lines.

Therefore, currently within this framework tem-
poral relations can be inferred for time instants /
intervals on the same time line. A rule / set of
rules accounting for the above mentioned complic-
ations has to be set to infer if a time point on one
timeline is before, after, or equal to a time point
on the other time line in future work.

One possible way to reason about the relativist
relationship between the time instants positioned
on different time lines is to compare the values of
their timestamps. This comparison is complicated
by at least:

• The differences in the presence and relative
positioning (offset) of the Origo points on these
time lines

• The difference in the velocity of the time flow
for different time lines

• The difference in the time units chosen for
structuring the timestamps
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The UML model of a time instant and the
significance scores of its features are pictured in
Fig. 10.

4.5 Evaluating the Fitness of OWL-Time
to the Elicited Requirements

As suggested in Section 3.4, the mappings between
the required features grouped in the formalized
requirements and the corresponding elements of
OWL-Time were specified for every significant
requirement (Fig. 9): a TimeInstant and a TimeIn-
terval. It was not possible to specify the mappings
for a TimeLine and a Clock as these requirements
were not implemented in OWL-Time. The map-
pings of TimeInstant are pictured in Fig. 11. In
the figure, the mappings are given in a condensed
form, without mentioning the names of f and e,
as sources and tagets are easily identified by the
arrows. Confidence factors are also not provided
and are all equal to 1. Furthermore, as we are not
interested in computing the gravitation forces in
this paper, the spheres of influence of the features
(n-scores) were neglected. The scores are given
in round brackets as pairs of positive and negative
votes.

The results of collecting votes and computing
the fitness of OWL-Time to the elaborated TIME
requirements are summarized in Table 4.

It may be stated that partially implemented
features in an ontology raise more concern than
the features that were not implemented at all.
Indeed, if a feature has been implemented in part
then the knowledge engineer has been made aware
about the necessity of this feature by a requirement.
Therefore, the missing bits of the feature semantics
need to be added to the ontology. The features that
are fully missing have not been required from the
ontology before. Thus, it would be good to focus
on the analysis of these features and the feasibility
of their implementation.

As a straightforward recommendation, it may
be mentioned that implementing the following
five features with top significance scores will help
to improve the fitness of OWL-Time by 233.41
points:

• Fuzziness – 65.92 + FuzzyInterval – 39.46

• TemporalStructure – 57.29

• TemporalFeature (high-level) – 27.01, includ-
ing Uncertainty, (Un)Boundedness, Openness/
Closeness, Density (Discrete, Dense, Continu-
ous)

• NonConvexInterval – 22.0

• PeriodicTemporalElement – 21.73

This will increase the fitness of OWL-Time to
TIME requirements to 0.5768 by 17.97 percentage
points.

It needs to be mentioned to conclude the discus-
sion of this use case that the presented results have
limited validity. Indeed, the fitness of OWL-Time
was measured against the requirements reflect-
ing the sentiment about time representation and
reasoning by the TIME community. The results
may have been different if another community and
their representative document collection has been
chosen.

5 Concluding Remarks
This paper showcased how the synergy of text min-
ing, conceptual modelling, and ontology engin-
eering techniques collected in one methodology
helps transform the craft of ontology refinement
to engineering. It reported on the use of the On-
toElect methodology for evaluating the fitness of
an existing ontology to the requirements of the
knowledge stakeholders in the domain of Time
Representation and Reasoning. It demonstrated,
that a thorough routine for indirect elicitation, en-
suring completeness, correctness of interpretation,
using in ontology evaluation of these requirements
is a must for Ontology Engineering.

In its motivating Section 2, the paper argued
that both conceptual modelling and ontology en-
gineering were in fact crafts to a substantial extent.
The disciplines always claimed their careful at-
titude to the requirements of domain knowledge
stakeholders. They did not however provide an
objective and rigorous way to measure if: (a) all
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Figure 11: The mappings of the TimeTnstant requirement to OWL-Time

Table 4: Fitness of OWL-Time to the 4 most significant TIME Requirements

Fully
Implemented

Features

Partially
Implemented

Features

Missing
FeaturesKey Element

Cumulative Significance Count
TimeInterval context (1231.04) 351.59 97.05 / 103.15 679.25
TimeInstant context (509.96) 13.60 53.52 / 56.60 386.24
TimeLine (TemporalStructure) (57.29) — — 57.29
Clock (TemporalDistanceMeasure + Clock) (16.25) — — 16.25

Total: 515.76 1298.78
Fitness: 0.3971
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significant requirements were put on the table; (b)
all these requirements were correct or correctly
interpreted; and (c) the final product met these sig-
nificant requirements satisfactorily. After looking
at the related work facing these important research
questions, the paper arrived at understanding that
a synergy of different techniques and approaches
from Automated Term Extraction, Conceptual
Pre-design, Ontology Evaluation is required to
enable a coherent processing pipeline with enough
maturity and rigour to answer these questions.

The paper reported on the research which has
been inspired by the State–of–the–Art contribu-
tions in the above mentioned areas. The ideas
and techniques that facilitated the development of
OntoElect methodology in its current shape were:

• For an indirect approach to feature elicitation
and answering the completeness question, a
method to measure the terminological complete-
ness of the document collection by analysing the
saturation of terminological footprints of the
incremental slices of the collection proposed
by Tatarintseva et al. (2013).

• For ensuring the correct interpretation of the
features as requirements, at least two ideas of
KCPM by Kop et al. (2004) were valuable
for reuse: (i) requirements are formalized to
become closer to conceptual models; and (ii)
requirements are focused on the terminology
elaborated within the expert community in a
domain

• For developing a metric of how well an on-
tology meets the requirements, the proposal
by Gangemi et al. (2006) to measure ontology
fitness for usability profiling appeared to be
quite inspiring as it has been used to develop a
gravitation-based technique to measure fitness
against formalized requirements through the
use of mappings.

The paper in its overview of OntoElect in Sec-
tion 3 reported on how these motivating ideas have
been further developed and refined in each of the
processing phases of the methodology: Feature

Elicitation, Requirements Conceptualization, and
Ontology Evaluation.

With respect to the feature elicitation pipeline,
the paper explained the technique used for dis-
covering a saturated sub-collection of documents.
Here, terminological difference (thd, thdr, eps)
was used as a metric to detect saturation. It ar-
gued about the way to discover the documents
with the highest terminological impact – the de-
cisive minority sub-collection – using the citation
frequency as the basic metric. It explained how
to sublimate the extracted terms to the set of re-
quired features using the information about term
significance in the form of numeric scores.

Regarding requirements conceptualization
and formalization, the paper offered the sequence
of activities to create formalized ontological frag-
ments for requirements. It proposed a way to
categorize and group the required features. Based
on these groupings, it explained how to build
the feature taxonomy using subsumptions, part-
whole relationships, and memberships among the
required features. Furthermore, it explained why
and how significance scores of the required fea-
tures ought to be refined by accounting for their
propagation through inheritance. As a next step,
the development of the feature taxonomy was
suggested which was helpful for prioritizing the
features based on their refined significance scores.
The guidelines have further been given on how to
group and aggregate the required features in the
proper ontological fragment and in a harmonized
way.

For ontology evaluation, the paper proposed
to use the allusion of a gravitation grid and field
for measuring the difference of the ontology to the
requirements. Equivalence mappings, incorpor-
ating feature significance scores, were regarded
as atomic gravitation forces denoted as positive
and negative community votes with respect to the
ontology. It has been proposed to measure the
overall fitness of the ontology to the requirements
as the ratio of positive to negative votes.

In Section 4, the methodology has been evalu-
ated by applying it to measuring the fitness of the
W3C OWL- Time ontology to the requirements
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elicited from the representative collection of re-
search papers of the TIME symposia series. The
three phases of the methodology were applied to
this collection. As a result, it has been shown –
in numbers – that OWL-Time meets the TIME
community requirements only marginally. The
paper suggested 5 major refinements to the onto-
logy which may substantially increase its fitness.
Interestingly, these proposed refinements differ
noticeably from those elaborated by the experts in
the W3C SDW WG by brainstorming.

Finally, for indicating the plans for the future
work on OntoElect, it may be noted that the in-
strumental support for conceptualization and eval-
uation phases of the methodology is under devel-
opment. Having this instrumental support will
allow to lower the effort of a knowledge engineer
in checking if (s)he really met the requirements of
the knowledge stakeholders in the domain of the
ontology under refinement.

At the time of writing, the W3C Recommenda-
tion of the Time ontology in OWL has appeared
(Cox et al. 2017). Therefore, one more plan for
the future work is to evaluate this updated revision
against the TIME requirements.
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Abstract. One of the main problems in building data integration systems is that of semantic integration.
It has been acknowledged that the problem would not exist if all systems were developed using the same
global schema, but so far, such global schema has been considered unfeasible in practice. However, in our
previous work, we have argued that given the current state-of-the-art, a global schema may be feasible now,
and we have put forward a vision of a Universal Ontology (UO) that may be desirable, feasible, and viable.
One of the reasons why the UO may be desirable is that it might solve the semantic integration problem. The
objective of this paper is to show that indeed the UO could solve, or at least greatly alleviate, the semantic
integration problem. We do so by presenting an approach to semantic integration based on the UO that
requires much less effort than other approaches.

Keywords. Universal Ontology • Data Integration • Mediated Schema • Conceptual Modelling.

1 Introduction

The goal of data integration systems is to offer
uniform access to a set of autonomous and het-
erogeneous data sources. Building such systems
is difficult for system, logical and social reasons
(Doan et al. 2012, p. 6). One of the main prob-
lems is that of semantic integration, which arises
from the fact that the conceptual schemas of the
data sources to be integrated have been developed
independently. For some authors, despite its per-
vasiveness and importance, semantic integration
remains an open and extremely difficult problem
(Batini et al. 1992, Park and Ram 2004).

Several authors have acknowledged in the past
that the semantic integration problem would not
exist, or at least it would be greatly alleviated, if
all systems were developed using the same global
schema (Madnick 1996, Uschold 2000, Mena et al.
2000, Grüninger and Uschold 2004). However,
such global schema has been considered unfeasible
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E-mail. antoni.olive@upc.edu
This work has been partially supported by the Ministerio de
Economía y Competitividad, under project TIN2014-52938-
C2-2-R.

in practice, and therefore, as far as we know, data
integration in the context of a global schema has
not been explored in the same level of detail as in
other contexts.

In a recent paper (Olivé 2017), we have argued
that a global schema may have been unfeasible in
the past, but it is no longer the case now. We have
put forward a vision of a global schema, called
the Universal Ontology (UO), that is desirable,
feasible in the current state of the art, and viable.

One of the reasons why the UO is desirable
is that it might solve the semantic integration
problem in data integration systems. However,
as we have said, little is known about the use of
the UO in those systems and its effectiveness in
solving that problem. We review some of the work
that has been done in the section on related work.

The objective of this paper is to show that
indeed the UO solves, or at least greatly alleviates,
the semantic integration problem. We do so by
presenting an approach to data integration based
on the UO that requires much less effort than
other approaches. The approach requires that the
developers of the data sources define the semantic
mappings between the data source schemas and
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the UO. From these semantic mappings, the other
semantic components of a data integration system
(mediated schema, source descriptions) can in
principle be automatically generated.

The rest of the paper is structured as follows.
Next section briefly describes the scope, the kinds
of the concepts, the elements that comprise the
specification of each concept of the UO, and the
concept composition operators. Section 3 explains
how to define the mappings between data sources
and the UO. Section 4 presents the framework
of the data integration system, and the semantic
components to be generated. Section 5 presents a
method for the generation of the mediated schema
and the source descriptions. Section 6 discusses
some related work. Finally, section 7 summarizes
the conclusions. Throughout the paper we use the
example introduced in (Doan et al. 2012, p. 67)
with minor modifications.

This paper has been written as a sincere tribute
to Heinrich C. Mayr on occasion of his retirement.
During his professional life as researcher, he has
made substantial contributions to the conceptual
modelling field since the beginning (Lockemann
et al. 1979) until recently (Michael and Mayr 2017)
and, at the same time, he has had an active involve-
ment in many organizational activities that have
helped to build a strong and friendly conceptual
modelling community.

2 The Universal Ontology
In this section, we summarize the characteristics of
the UO proposed in Olivé (2017) that we will need
in this paper. We explain first the specification of
the UO concepts and then the concept composition
operators.

2.1 Concept specification
The objective of the UO is to allow the publication,
search, and reading by people and machines of any
fact of any domain, using an integrated set of all
existing concepts. The UO comprises three kinds
of concepts: entity types, datatypes and binary
properties. There are two kind of properties:
object properties, which link entities to entities,

and datatype properties, which link entities to data
values. Properties have a direction, from subject
(domain) to object (range).

We have argued that WordNet (Miller 1995),
among others, could be the basis of a substantial
part of the UO. For this reason, the examples of
this paper are taken from WordNet, although we
make an ad hoc use of datatypes.

The specification of each concept includes at
least:

• The kind of the concept.
• The concept identifier. Each concept should

have a natural language-independent, unique,
and immutable identifier. In the examples of
this paper, we will use as concept identifier the
word# sense number of the concept in WordNet,
such as the noun Movie#1.

• The name and synonym(s) of the concept in
each natural language spoken by the UO users.
The names of the concepts need not be unique.
In general, the name of an entity or data type
must be a noun phrase, while the name of a
property must be a verb phrase or a noun phrase.
When the name of a property is a noun phrase,
the property is seen as an attribute (character-
istic, feature . . . ) of the subject. Most of the
properties in the examples of this paper are
attributes. We will assume that their identifier
has the general form HasType, where Type is the
identifier of an entity or datatype. For example,
HasTitle#2.

• The definition of the concept. It may be a
natural language description or a derivation
rule in some formal language.

• The supertypes of the concept (IsA relation-
ships).

• The analytical constraints that the instances of
the concept must satisfy to be considered uni-
versally valid. Among these constraints there
are the allowed domain and range of properties,
and the disjointness constraints of concepts.

• The (meta-)entity types of which an entity type
is an instance (InstanceOf relationships).



International Journal of Conceptual Modeling
February 2018. DOI:10.18417/emisa.si.hcm

112 Antoni Olivé
Special Issue on Conceptual Modelling in Honour of Heinrich C. Mayr

2.2 Concept composition
The UO described above specifies only a limited
(even if very large) number of concepts. However,
it is a fact that using an appropriate set of com-
position operators we could compose a limitless
number of concepts from them. We call core UO
the explicitly defined ontology, and extended UO
the set of concepts that could be composed from
the core. The full UO would then be the union of
the core and extended parts.

In the examples of this paper, we will use only
the reification operator described in the following.
Other operators have been defined in Olivé (2017).

The reification operator is well known in con-
ceptual modelling. Let P be a property, E1 an
entity type that is in the domain of P and E2 an
entity or data type that is in the range of P. Then, E
= Reif (E1,P,E2) is an entity type that corresponds
to the reification of P with domain E1 and range
E2. An instance of E corresponds to an instance
of P such that its subject is an instance of E1 and
its object is an instance of E2.

The UO includes two properties that can be
used when needed:

• HasSubject, which links a reification E to its
subject E1.

• HasObject, which links a reification E to its
object E2.

3 Mapping relational schemas to the UO
Our approach to data integration requires the map-
ping of the data sources to the UO. This mapping is
done for each data source, independently of other
data sources with which it might be integrated. In
fact, it might be justified to do this mapping as a
means for documenting a data source schema.

In this paper, we will focus only on data sources
that are relational databases.

3.1 Anchors
Each relational schema R must be mapped to
an entity type E of the full UO, which we call
the anchor of R, written as anchor(R) = E (An
et al. 2006). The meaning is that a tuple of R

represents data about an instance of E. Each tuple
of R corresponds to a different instance of E. In
a given database, there may be several relational
schemas whose anchor is the same entity type.

In the example, there are six relational data-
bases, S1 to S6. The relational schemas of these
databases and their corresponding anchors are the
following:

S1:
R1: Movie(MID,title) anchor(R1) = Movie#1
R2: Actor(AID,firstName,lastName,nationality,
yearOfBirth) anchor(R2) = Actor#1
R3: ActorPlays(AID,MID)
anchor(R3) =
Reif (Movie#1,HasActor#1,Actor#1)
R4: MovieDetails(MID,director,genre,year)
anchor(R4) = Movie#1

S2:
R5: Cinemas(place,movie,start)
anchor(R5) = Show#3

S3:
R6: Reviews(title,date,grade,review)
anchor(R6) = Review#2

S4:
R7: MovieGenres(title,genre)
anchor(R7) = Movie#1

S5:
R8: MovieDirectors(title,dir)
anchor(R8) = Movie#1

S6:
R9: MovieYears(title,year)
anchor(R9) = Movie#1

Note that, in the example, the anchor of most
relational schemas is Movie#1. The anchor of
R2 is Actor#1. The anchor of R3 is an entity
type of the extended UO. In this case, it is the
result of the reification operator, introduced in the
previous section. Each tuple of R3 corresponds to
a participation of an actor in a movie. The anchor
of R5 is Show#3 (”a social event involving a public
performance or entertainment”). The anchor of
R6 is Review#2 (”an essay or article that gives a
critical evaluation (as of a book or play)”).
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3.2 Mapping attributes
In a relational schema R, each attribute A of type
T maps to a datatype property P of the full UO.
The domain of P for A in R is the same of P in the
UO or a subtype of it. The range of P for A in R is
T, which must be the same of P or a subtype of it.

We write map(A) = P(D,Rg) to indicate that
attribute A maps to property P and that the domain
of P in R for A is D, and its range Rg. For example,
the mapping of attribute title of R1 of type String
is:

map(title) = HasTitle#2(Movie#1,String)

This means that attribute title of R1represents
the value of property HasTitle#2 of the instances
of Movie#1, which is the anchor of R1. The
mapping would be the same for attribute title in
R7, R8 and R9.

For mapping purposes, we must distinguish two
kinds of attributes in R, which we call direct and
indirect. A direct attribute A is an attribute of the
anchor of R, and, therefore, it maps to a data type
property P whose domain is the anchor of R and
its range is T.

An example is the attribute title as indicated
above. Another example may be the attribute start
of R5 whose type is assumed to be Time. It maps
to the datatype property HasShowTime#1:

map(start) = HasShowTime#1(Show#3,Time)

An indirect attribute A of type T of R is an
attribute of an entity type O related to the anchor
of R by means of an object property P1. O is
called an indirect entity type of R. In this case, we
write:

map(A) = (P1(anchor(R),O),P(O,T))

For example, in R4, attribute director is the
name of the director of a movie, that is:

map(director) =
(HasDirector#4(Movie#1,Director#4),

HasName#1(Director#4,String))

In this case, an indirect entity type of R4 is
Director#4. Note that HasName#1 refers to the
name of a director, not that of the anchor of R4
(movie). The same mapping applies to attribute
dir of R8.

As another example, we have attribute year of
R4 and R9, which refers to the year in which a
movie was released. Both map to:

map(year) =
(HasRelease#2(Movie#1,Release#2),
HasDate#1(Release#2,Year))

In R5 we find two indirect attributes:

map(place) =
(HasCinema#2(Show#3,Cinema#2),
HasName#1(Cinema#2,String))

map(movie) =
(Show#1(Show#3, Movie#1),
HasTitle#2(Movie#1,String))

When the anchor of R is a reification, then R
has one or more attributes that map to the subject,
and one or more attributes that map to the object
of the reification.

In the example, for R3 we have

map(MID) =
(HasSubject(E,Movie#1),
HasIdentifier#1(Movie#1,Integer))

map(AID) =
(HasObject(E,Actor#1),
HasIdentifier#1(Actor#1,Integer))

where E = Reif (Movie#1,actor#1,Actor#1).
Note that in this case the two attributes are in-
direct.

3.3 Identifiers
Each relational schema must have at least one
identifier of its anchor, and may have one identifier
of each indirect entity type, if any. An identifier
consists of one or more attributes whose values
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identify the corresponding instances. An identifier
is simple if it consists of only one attribute, and
composite if otherwise.

For example, the anchor of R1 has two identi-
fiers, both simple. The first is the attribute MID,
and the second is the attribute title. In R2, the
anchor has two identifiers, one simple and the
other composite. The simple is attribute AID.
The composite consists of attributes firstName and
lastName. In R4, the indirect object Director#4
has a simple identifier (attribute director).

In data integration, it is important to distinguish
between local and global identifier attributes, de-
pending on whether they are locally or globally
known. The value of a local identifier attribute
identifies an entity in a way that is known only in
the context of a data source, while that of a global
one identifies an entity in a way that is or may be
known globally.

For example, in R1, MID is local, while title is
global. The values of MID identify movies in a
way that is known only in S1, while the values of
title identify movies in all data sources.

As another example, the anchor of R6 has a
composite identifier, consisting of two global
identifier attributes title and review, whose map-
pings are:

map(title) =
(Review#2(Review#2,Movie#1),
HasTitle#2(Movie#1,String))

map(review) = HasText#1(Review#2,String)

Note that in the above example, title is an indir-
ect attribute whose indirect entity type is Movie#1.
The indirect object property is written as Review#2,
which in this case is the WordNet verb synset
review#2 (” appraise critically”).

When the anchor of a relational schema R is a
reification, then anchor(R) has normally a com-
posite identifier consisting of two attributes: one
for the subject and one for the object of the re-
ification. In the example of R3, anchor(R3) has a
composite identifier, consisting of the two local
identifier attributes MID and AID.

3.4 Assessment
In general, designers and users of relational data-
bases know the anchor and the properties of their
relational schemas. As we have seen, our ap-
proach requires that anchors and properties are
related to the corresponding concepts in the UO.
This should be easy if the concepts are in the
core part, and may be not so easy if they must be
composed. Anyway, this must be done only once
per relational schema and, on the other hand, it
is useful as a documentation of the semantics of
the schema. We assume that the UO will be large
enough to include most of the possible anchors
and properties. When this is not the case, the
corresponding relational schema will need to be
manually integrated.

4 Data integration framework
In this section, we briefly introduce the data in-
tegration framework in which we place our work.
We take as a basis the work reported in Lenzerini
(2002) and Doan et al. (2012).

The goal of a data integration system is to
combine the data residing at different sources,
and to provide the users with a unified view of
these data. The unified view is represented by
the mediated schema, which is a reconciled view
of all data that can be queried by the user. The
main components of a data integration system
are the mediated schema, the data sources, and
the mappings of the data sources to the mediated
schema, also called source descriptions.

There are three main approaches for specify-
ing the mappings: Local-as-View (LAV), Global-
as-View (GAV) and Global-and-Local-as-View
(GLAV). In our approach we use LAV mappings.
Such mappings associate each element of a data
source to the mediated schema, independently of
any other data sources.

The main tasks in the design of a data integ-
ration system are to design the mediated schema
and to define the mappings between the sources
and the mediated schema. In the next section, we
describe how these tasks can be performed when
the data sources are relational databases whose
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schemas have been mapped to the UO as indicated
in the previous section.

5 The mediated schema and source
descriptions

When the data source schemas are mapped to the
UO as indicated in section 3, the mediated schema
and the source descriptions can be obtained as
indicated in the following. We explain first the
mediated schema and then the source descriptions.

5.1 Mediated schema
In our approach, we assume that the mediated
schema must include all entity types, datatypes and
properties represented in the local data sources.

In the example (Doan et al. 2012, p. 67), the
mediated schema is defined by the following four
relation schemas:

M1: Movie(title,director,year,genre)
M2: Actors(title,name)
M3: Plays(movie,location, startTime)
M4: Reviews(title,rating,description)

Note that the R2 attributes nationality and
yearOfBirth are not included in the mediated
schema. The same happens with the local identi-
fier attributes MID and AID in S1, and the attribute
date of R6.

For simplicity’s sake, and without loss of gen-
erality, we define the mediated schema using the
logic formalism (An et al. 2006, p. 6); (Olivé
2007, ch. 2,3). Entity types and data types are
represented by means of unary predicates, while
properties are defined by means of binary predic-
ates. IsA relationships, constraints and queries will
be represented by first-order logic expressions.

The mediated schema M consists of a set of
entity and data types, with their IsA relationships
and disjointness constraints, and a set of properties,
with their domain and range constraints. We
deal first with the entity types and then with the
properties. Data types are treated similarly to
entity types.

Entity types. The entity types of M are the
set of anchors and indirect entity types of all
relational schemas of all data sources, and their
entailed types, if any.

The IsA relationships of M are those of the
entailed types and those defined in the UO. If E1
and E2 are two entity types in M and there is in
the UO a direct or indirect E1 IsA E2 then there
must be also a direct or indirect E1 IsA E2 in M.

The disjointness constraints of M are those
defined in the UO. If E1 and E2 are two entity
types in M and there is in the UO a direct or indirect
disjointness between E1 and E2 then there must
be also a direct or indirect disjointness between
E1 and E2 in M.

Using our approach, the entity types
of the mediated schema corresponding to
the anchors are: Movie#1, Actor#1, Reif
(Movie#1,HasActor#1,Actor#1), Show#3, and
Review#2, and those corresponding to the in-
direct entity types are: Country#1, Director#4,
Cinema#2 and Release#2. In this example, we will
ignore the IsA relationships and the disjointness
constraints.

Properties. The properties of M are the set
of mapped properties of all relational schemas of
all data sources, and their entailed properties, if
any. The IsA relationships and the disjointness
constraints of the properties, which is this example
we will ignore as before, are represented similarly
to those of the entity types.

Different attributes of the relational schemas of
the data sources may map to the same property
P of the UO, with the same or different pairs of
domain D and range Rg. A pair D, Rg of P is
called a realization of P (Olivé 2007, ch. 7).

Each realization is represented in the mediated
schema by a distinct predicate. For simplicity, we
will name P[D,Rg] the binary predicate corres-
ponding to property P with domain D and range
Rg. For example:

HasTitle#2 [Movie#1, String]
HasFirstName#1 [Actor#1, String]
HasLastName#1 [Actor#1, String]
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There is one exception to the above rule, which
concerns local identifier attributes like MID in R1,
R3 and R4, whose mapping is:

map(MID) = HasIdentifier#1(Movie#1,Integer)

This attribute cannot be represented in
the mediated schema by the binary predicate
HasIdentifier#1 [Movie#1, Integer] because it
can be used only in data source S1. The solution
we propose, inspired in (Fowler 1997, p. 88),
UN/CEFACT (2009) and SAP (2016), consists in
using in these cases a quaternary predicate, which
may have the same name as before. The meaning
of an atomic sentence such as

HasIdentifier#1[Movie#1,Integer](m,i,a,s)

is that movie m has identifier i according to the
rules defined by the agency a in the identification
scheme s.

5.2 Source descriptions
Once we have obtained the mediated schema, we
can automatically generate the source descriptions.
We will use LAV mappings.

The general form of a LAV mapping will be:

R(X) → ∃ !y (E(y) ∧ ϕ(X,y))

where R is a relational schema, X the set of
attributes of R, E the anchor of R, and ϕ(X,y) a for-
mula over the predicates of the mediated schema.
The variables in X are implicitly universally quan-
tified in front of the formula. The mapping states
that each tuple of R with attributes X maps to one
and only one instance y of its anchor E for which
ϕ(X,y) holds.

For example, the source description of R7 is:

MovieGenres(title,genre) → ∃ !y(Movie#1(y) ∧
HasTitle#2[Movie#1,String](y,title) ∧
HasGenre#1[Movie#1,String](y,genre))

Each direct attribute A of type T for which
map(A) = P(D,Rg) has the atom P[D,Rg](y,t) in ϕ.

This expresses that if t is the value of attribute A
in a tuple then P[D,Rg](y,t) must be true. In the
above example, we have:

map(title) = HasTitle#2 (Movie#1,String)

and therefore

HasTitle#2[Movie#1,String](y,title) must be
true.

When an attribute is a local identifier, such as
MID in R1, R3 and R4, the corresponding atom is
a quaternary predicate as explained above. In this
way, the source description of R1 is:

Movie(mid,title) → ∃ !y(Movie#1(y) ∧
HasIdentifier#1[Movie#1,Integer]

(y,mid,’S1’,’Movie’) ∧
HasTitle#2[Movie#1,String](y,title))

where we have assumed that ‘S1’, the name of
the data source, is the name of the agency and
‘Movie’ the name of the identification scheme.
Both are constants and, of course, they can be
changed.

An indirect attribute A such that

map(A) = (P1(E1,O),P(O,T))

is represented in ϕ by the formula

∃ !z (O(z) ∧ P1[E1,O](y,z) ∧ P[O,T](z,t))

As an example, consider R8 in which we have

map(director) =
(HasDirector#4(Movie#1,Director#4),
HasName#1(Director#4,String))

where HasName#1 is a simple global identifier
of Director#4. The source description of R8 is
then:

MovieDirectors(title,dir) →
∃ !y(Movie#1(y) ∧
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HasTitle#2[Movie#1,String](y,title) ∧
∃ !z(Director#4(z) ∧
HasDirector#4[Movie#1,Director#4](y,z) ∧
HasName#1[Director#4,String](z,dir)))

When an indirect attribute maps to an entity
type that has a composite identifier, then all
attributes in R of that identifier are represented
together in ϕ after the initial part:

∃ !z (O(z) ∧ P1[E1,O](y,z) ∧ . . .

5.3 Assessment
We have shown that the mediated schema and the
source descriptions can be automatically generated
from the mappings of the relational schemas to
the UO. The main drawback we see is that some
predicate names of the mediated schema may be
not user-friendly, which is a problem if there are
human users. In this case, the predicate names will
need to be manually improved by the designers.

6 Related work
In this section we review two precursor systems
that used a kind of universal ontology for data
integration: Carnot and SIMS.

As far as we know, Carnot (Collet et al. 1991;
Huhns et al. 1993) was the first system that maps
local schemas to a pre-existent global schema,
which in this case it is the Cyc ontology. Each local
schema is mapped to Cyc, independently of other
local schemas. Carnot includes a tool (Model
Integration Software Tool) that assists users in
finding the correspondences of each concept of
the local schema with a Cyc concept. Using those
correspondences, the tool automatically generates
articulation axioms, which formally state the map-
ping between the instances of the local source and
Cyc’s knowledge base.

In Carnot there are not mediated schemas. The
local schemas are integrated into Cyc, extending
it if needed. The consequence is that the data
content of integrated system is not explicit, and
therefore users may find difficult to query it (Collet
et al. 1991, p. 62).

The work most closely related to ours is SIMS
(Arens et al. 1993; Arens et al. 1996). SIMS
uses two kinds of models, both written in the
Loom language. The first is a domain model,
which describes the classes in the domain and their
relationships. The second is the data source model,
which describe the classes and relationships in
each data source.

The mapping between a data source model and
the domain model is done by defining a data source
link, IS-link, between the concepts and roles in
both models. The meaning of an IS-link between a
data source class and a domain class is that the two
classes contain exactly the same set of individuals,
although the data source class might contain only
a subset of the attributes for the class. The links
between the roles indicate that those roles have
the same meaning for the linked classes.

In SIMS, the minimal model of a data source
is a model that includes a data source model and
enough of a domain-level model to exactly cover
the data source model. The mediated schema,
called minimal model, is then the union of all
minimal models for all the data sources available
to the system. Informally, the minimal model is
the smallest model that can describe the semantics
of, and provide access to, the entire contents of
the available data sources.

SIMS shows that, when a domain model is
available and the data sources are mapped to it,
the design of the mediated schema and the source
descriptions is easier. Our approach is similar to
that of SIMS, but we do not need to model the data
sources and the LAV mappings of the data sources
to the universal ontology can be more expressive.

7 Conclusions
We have tried to show that the universal ontology
(UO) solves, or at least greatly alleviates, the
semantic integration problem. To this end, we
have presented an approach to data integration
based on the UO.

Our approach requires that the developers of
the data sources define the mappings between the
data source schemas and the UO. We have argued
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that this is easy if the concepts are in the core
part of the UO, although it may be not so easy if
they must be composed. However, this must be
done only once per relational schema, and it is
useful as a documentation of the semantics of the
schema. On the other hand, some kind of mapping
is needed in all approaches.

We have shown that from these mappings, the
other semantic components of a data integration
system (mediated schema, source descriptions)
can in principle be automatically generated. This
is the main advantage of the UO-based approach,
which confirms that indeed the UO solves, or at
least greatly alleviates, the semantic integration
problem.

There are some aspects of the semantic integ-
ration problem that we have not discussed in this
paper, such as integrity constraints, local values,
local completeness or query expressions, but we
believe that they would not significantly change
the overall conclusion.
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Abstract. Representing and reasoning on imprecise temporal information is a common requirement in
the field of Semantic Web. Many works exist to represent and reason on precise temporal information in
OWL; however, to the best of our knowledge, none of these works is devoted to imprecise temporal time
intervals. To address this problem, we propose two approaches: a crisp-based approach and a fuzzy-based
approach. (1) The first approach uses only crisp standards and tools and is modelled in OWL 2. We extend
the 4D-fluents model, with new crisp components, to represent imprecise time intervals and qualitative crisp
interval relations. Then, we extend the Allen’s interval algebra to compare imprecise time intervals in a
crisp way and inferences are done via a set of SWRL rules. (2) The second approach is based on fuzzy sets
theory and fuzzy tools and is modelled in Fuzzy-OWL 2. The 4D-fluents approach is extended, with new
fuzzy components, in order to represent imprecise time intervals and qualitative fuzzy interval relations.
The Allen’s interval algebra is extended in order to compare imprecise time intervals in a fuzzy gradual
personalized way. Inferences are done via a set of Mamdani IF-THEN rules.

Keywords. Imprecise Time Interval • Linked Data • OWL • Allen’s Interval Algebra • 4D-Fluents

1 Introduction
In the Semantic Web field, representing and reas-
oning on imprecise temporal information is a com-
mon requirement. Indeed, temporal information
given by users is often imprecise. For instance, if
they give the information “Alexandre was married
to Nicole by 1981 to late 90” two measures of
imprecision are involved. On the one hand, the
information “by 1981” is imprecise in the sense
that it could mean approximately from 1980 to
1982; on the other hand, the information “late 90”
is imprecise in the sense that it could mean, with
an increasingly possibility, from 1995 to 2000.
When an event is characterized by a gradual be-
ginning and/or ending, it is usual to represent the
corresponding time span as an imprecise time
interval.

* Corresponding author.
E-mail. elisabeth.metais@cnam.fr

In OWL, many works have been proposed to
represent and reason on precise temporal informa-
tion; however, to the best of our knowledge, there
is no work devoted to represent and reason on
imprecise temporal time intervals. In this paper,
we answer this problem with two approaches, one
using a crisp environment, the other one using a
fuzzy environment.

The first approach involves only crisp1 stand-
ards and tools. To represent imprecise time inter-
vals in OWL 2, we extend the so called 4D-fluents
model (Welty and Fikes 2006) which is a formal-
ism to model crisp quantitative temporal inform-
ation and the evolution of temporal concepts in
OWL. This model is extended in two ways: (1) It

1The word “crisp” designates “precise”, in opposite to “fuzzy”
in the context of fuzzy sets theory. An ontology is either
“crisp” (i.e., a “classic” ontology) or “fuzzy”.
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is enhanced with new crisp components for mod-
elling imprecise time intervals. (2) It is enhanced
with qualitative temporal expressions representing
crisp relations between imprecise temporal inter-
vals. To reason on imprecise time intervals, we
extend the Allen’s interval algebra (Allen 1983)
which is the most used and known formalisms for
reasoning about crisp time intervals. We general-
ize Allen’s relationships to handle imprecise time
intervals with a crisp view. The resulting crisp
temporal interval relations are inferred from the
introduced imprecise time intervals using a set of
SWRL rules (Horrocks et al. 2004), in OWL 2.

The second approach is based on fuzzy sets the-
ory and fuzzy tools. It is based on Fuzzy-OWL 2
(Bobillo and Straccia 2011) which is an extension
of OWL 2 that deals with fuzzy information. To
represent imprecise time intervals in Fuzzy-OWL
2, we extend the 4D-fluents model in two ways:
(1) It is enhanced with new fuzzy components to
be able to model imprecise time intervals. (2) It
is enhanced with qualitative temporal expressions
representing fuzzy relations between imprecise
temporal intervals. To reason on imprecise time
intervals, we extend Allen’s work to compare
imprecise time intervals in a fuzzy gradual per-
sonalized way. Our Allen’s extension introduces
gradual fuzzy interval relations e.g., “long before”.
It is personalized in the sense that it is not limited to
a given number of interval relations. It is possible
to determinate the level of precision that should be
in a given context. For instance, the classic Allen
relation “before” may be generalized in N interval
relations, where “before(1)” means “just before”
and gradually the time gap between the two impre-
cise intervals increases until “before(N)” which
means “long before”. The resulting fuzzy interval
relations are inferred from the introduced impre-
cise time intervals using the FuzzyDL reasoner
(Bobillo and Straccia 2008), via a set of Mamdani
IF-THEN rules, in Fuzzy-OWL 2.

The current paper is organized as follows: Sec-
tion 2 is devoted to present some preliminary
concepts and related work in the field of temporal
information representation in OWL and reasoning
on time intervals. In Section 3, we introduce our

crisp-based approach for representing and reas-
oning on imprecise time intervals. In Section 4,
we introduce our fuzzy-based approach for repres-
enting and reasoning on imprecise time intervals.
Section 5 draws conclusions and future research
directions.

2 Preliminaries and Related Work
In this section, we introduce some preliminary
concepts and related work in the field of temporal
information representation in OWL and reasoning
on time intervals.

2.1 Representing Temporal Information
in OWL

Five main approaches are proposed to represent
time information in OWL: Temporal Description
Logics (Artale and Franconi 2000), Versioning
(Klein and Fensel 2001), N-ary relations (Noy
and Rector 2006) and 4D-fluents (Welty and Fikes
2006). All these approaches represent only crisp
temporal information in OWL. Temporal Descrip-
tion Logics extend the standard description logics
with additional temporal constructs e.g., “some-
time in the future”. N-ary relations approach
represents an N-ary relation using an additional
object. The N-ary relation is represented as two
properties each related with the new object. The
two objects are related to each other with an N-
ary relation. Reification is “a general purpose
technique for representing N-ary relations using a
language such as OWL that permits only binary
relations” (Batsakis and Petrakis 2011). Version-
ing approach is described as “the ability to handle
changes in ontologies by creating and managing
different variants of it” (Klein and Fensel 2001).
When an ontology is modified, a new version
is created to represent the temporal evolution of
the ontology. 4D-fluents approach represents tem-
poral information and the evolution of the last ones
in OWL. Concepts varying in time are represented
as 4-dimensional objects with the 4th dimension
being the temporal dimension.

Based on the present related work, we choose
the 4D-fluents approach. Indeed, compared to
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related work, it minimizes the problem of data
redundancy as the changes occur only on the tem-
poral parts and keeping therefore the static part
unchanged. It also maintains full OWL expressive-
ness and reasoning support (Batsakis and Petrakis
2011). We extend this approach in two ways. (1)
It is extended with crisp components to represent
imprecise time intervals and crisp interval rela-
tions in OWL 2 (Section 3). (2) It is extended with
fuzzy components to represent imprecise time in-
tervals and fuzzy interval relations in Fuzzy-OWL
2 (Section 4).

2.2 Allen’s Interval Algebra
(Allen 1983) has proposed 13 mutually exclusive
primitive relations that may hold between two pre-
cise time intervals. Their semantics is illustrated
in Table 1. Let I = [I−, I+] and J = [J−, J+]
two time intervals; where I− (respectively J−)
is the beginning time-step of the event and I+

(respectively J−) is the ending.
A number of works fuzzify Allen’s temporal

interval relations. We classify these works into
(1) works focusing on fuzzifying Allen’s interval
algebra to compare precise time intervals and
(2) works focusing on fuzzifying Allen’s interval
algebra to compare imprecise time intervals.

Three approaches have been proposed to fuzzify
Allen’s interval algebra in order to compare precise
time intervals: (Guesgen et al. 1994), (Dubois
and Prade 1989) and (Badaloni and Giacomin
2006). (Guesgen et al. 1994) propose fuzzy Allen
relations viewed as fuzzy sets of ordinary Allen
relationship taking into account a neighbourhood
structure, a notion originally introduced in (Freksa
1992). (Dubois and Prade 1989) represent a time
interval as a pair of possibility distributions that
define the possible values of the endpoints of
the crisp interval. Using possibility theory, the
possibility and necessity of each of the interval
relations can then be calculated. This approach
also allows modelling imprecise relations such
as “long before”. (Badaloni and Giacomin 2006)
propose a fuzzy extension of Allen’s work, called
IAfuz where degrees of preference are associated
to each relation between two precise time intervals.

Four approaches have been proposed to fuzzify
Allen’s interval algebra to compare imprecise time
intervals: (Nagypál and Motik 2003), (Ohlbach
2004), Schockaert08 and (Gammoudi et al. 2017).
(Nagypál and Motik 2003) propose a temporal
model based on fuzzy sets to extend Allen rela-
tions with imprecise time intervals. The authors
introduce a set of auxiliary operators on intervals
and define fuzzy counterparts of these operators.
The compositions of these relations are not studied
by the authors. (Ohlbach 2004) proposes an ap-
proach to handle some gradual temporal relations
as “more or less finishes”. However, this work can-
not take into account gradual temporal relations
such as “long before”. Furthermore, many of the
symmetry, reflexivity, and transitivity properties
of the original temporal interval relations are lost
in this approach; thus it is not suitable for temporal
reasoning. (Schockaert and Cock 2008) propose
a generalization of Allen’s relations with precise
and imprecise time intervals. This approach al-
lows handling classical temporal relations, as well
as other imprecise relations. Interval relations are
defined according to two fuzzy operators compar-
ing two time instants: “long before” and “occurs
before or at approximately the same time”. (Gam-
moudi et al. 2017) generalize the definitions of
the 13 Allen’s classic interval relations to make
them applicable to fuzzy intervals in two ways
(conjunctive and disjunctive). Gradual temporal
interval relations are not taken into account.

3 A Crisp-Based Approach for
Representing and Reasoning on
Imprecise Time Intervals

In this section, we propose a crisp-based approach
to represent and reason on imprecise time intervals.
This solution is entirely based on crisp standards
and tools. We extend the 4D-fluents model to
represent imprecise time intervals and their crisp
relationships in OWL 2. To reason on imprecise
time intervals, we extend the Allen’s interval al-
gebra in a crisp way. In OWL 2, inferences are
done via a set of SWRL rules.
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Table 1: Allen’s temporal interval relations (I: , J: ).

Relation Inverse Relations between interval bounds Illustration

Be f ore(I, J) A f ter(I, J) I+ < J−

Meets(I, J) MetBy(I, J) I+ = J−

Overlaps(I, J) OverlappedBy(I, J) (I− < J−) ∧ (I+ > J−) ∧ (I+ < J+)
Starts(I, J) StartedBy(I, J) (I− = J−) ∧ (I+ < J+)
During(I, J) Contains(I, J) (I− > J−) ∧ (I+ < J+)
Ends(I, J) EndedBy(I, J) (I− > J−) ∧ (I+ = J+)
Equal(I, J) Equal(I, J) (I− = J−) ∧ (I+ = J+)

3.1 Representing Imprecise Time
Intervals and Crisp Qualitative
Interval Relations in OWL 2

In the crisp-based solution, we now represent each
imprecise interval bound of the time interval as a
disjunctive ascending set. Let I = [I−, I+] be an
imprecise time interval; where I− = I−(1) . . . I−(N )

and I+ = I+(1) . . . I+(N ). For instance, if we have
the information “Alexandre was started his PhD
study in 1975 and he was graduated around 1980”
the imprecise time interval representing this period
is [1975, {1978 . . . 1982}]. This means that his
PhD studies end in 1978 or 1979 or 1980 or 1981
or 1982. The classic 4D-fluents model introduces
two crisp classes “TimeSlice” and “TimeInterval”
and four crisp properties “tsTimeSliceOf", “ts-
TimeInterval", “hasBegining” and “hasEnd”. The
class “TimeSlice” is the domain class for entities
representing temporal parts (i.e., “time slices").
The property “tsTimeSliceOf” connects an in-
stance of class “TimeSlice” with an entity. The
property “tsTimeInterval” connects an instance
of class “TimeSlice” with an instance of class
“TimeInterval”. The instance of class “TimeIn-
terval” is related with two temporal instants that
specify its starting and ending points using, re-
spectively, the “hasBegining” and “hasEnd” prop-
erties. Figure 1 illustrates the use of the 4D-fluents
model to represent the following example: “Alex-
andre was started his PhD study in 1975 and he
was graduated in 1978”.

We extend the original 4D-fluents model in the
following way. We add four crisp datatype prop-
erties “HasBeginningFrom", “HasBeginningTo",
“HasEndFrom", and “HasEndTo” to the class
“TimeInterval”. Let I = [I−, I+] be an impre-
cise time interval; where I− = I−(1) . . . I−(N )

and I+ = I+(1) . . . I+(N ). “HasBeginningFrom”
has the range I−(1). “HasBeginningTo” has the
range I−(N ). “HasEndFrom” has the range I+(1).
“HasEndTo” has the range I+(N ). The 4D-fluents
model is also enhanced with crisp qualitative tem-
poral interval relations that may hold between
imprecise time intervals. This is implemented by
introducing temporal relationships, called “Rela-
tionIntervals", as a crisp object property between
two instances of the class “TimeInterval”. Fig-
ure 2 represents the extended 4D-fluents model in
OWL 2.

We can see in Figure 3 an instantiation of the
extended 4D-fluents model in OWL 2. On this
example, we consider the following information:
“Alexandre was married to Nicole just after he was
graduated with a PhD. Alexandre was graduated
with a PhD in 1980. Their marriage lasts 15 years.
Alexandre was remarried to Béatrice since about
10 years and they were divorced in 2016”. Let I =
[I−, I+] and J = [J−, J+] be two imprecise time
intervals representing, respectively, the duration of
the marriage of Alexandre with Nicole and the one
with Béatrice. Assume that I− = {1980 . . . 1983},
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Figure 1: An instantiation of the classic the 4D-fluents model.

Figure 2: The extended 4D-fluents model in OWL 2.

I+ = {1995 . . . 1998}, J− = {2006 . . . 2008} and
J+ = 2016.

3.2 A Crisp-Based Reasoning on
Imprecise Time Intervals in OWL 2

We have redefined 13 Allen’s interval, in a crisp
way, to compare imprecise time intervals i.e.,
the resulting interval relations upon imprecise
time intervals are crisp. Let I = [I−, I+] and
J = [J−, J+] two imprecise time intervals; where
I− = I−(1) . . . I−(N ), I+ = I+(1) . . . I+(N ), J− =
J−(1) . . . J−(N ) and J+ = J+(1) . . . J+(N ). For in-
stance, the crisp interval relation “before (I, J)”
is redefined as: ∀I+(i) ∈ I+, ∀J−(j) ∈ J− : I+(i) <
J−(j) This means that the most recent time instant

of I+(I+(N )) ought to Precede the oldest time in-
stant of J−(J−(1)): I+(N ) < J−(1) In the similar
way, we define the other temporal interval rela-
tions. In Table 2, we define 13 crisp temporal
interval relations upon the two imprecise time
intervals I and J.

In order to apply our crisp extension of Allen’s
work in OWL 2, we propose a set of SWRL rules
that infer the temporal interval relations from the
introduced imprecise time intervals which are
represented using the extended 4D-fluents model
in OWL2. For each temporal interval relation, we
associate a SWRL rule. Reasoners that support
DL-safe rules (i.e., rules that apply only on named
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Figure 3: An instantiation of the extended 4D-fluents model in OWL 2.

individuals in the knowledge base) such as Pellet
(Sirin et al. 2007) can support our approach. For
instance, the SWRL rule to infer the “Meet (I, J)”
relation is the following:

TimeInterval(I) ∧ TimeInterval(J) ∧
HasEndFrom(I, a) ∧

HasBeginningFrom(J, b) ∧ Equals(a, b) ∧
HasEndTo(I, c) ∧ HasBeginningTo(J, d) ∧

Equals(c, d) → Meet(I, J)

4 A Fuzzy-Based Approach for
Representing and Reasoning on
Imprecise Time Intervals

In this section, we propose a fuzzy-based approach
to represent and reason on imprecise time intervals.
This approach is based on a fuzzy environment.
We extend the 4D-fluents model to represent im-
precise time intervals and their relationships in
Fuzzy-OWL 2. To reason on imprecise time in-
tervals, we extend the Allen’s interval algebra in
a fuzzy gradual personalized way. We infer the
resulting fuzzy interval relations in Fuzzy-OWL 2
using a set of Mamdani IF-THEN rules.

4.1 Representing Imprecise Time
Intervals and Fuzzy Qualitative
Interval Relations in Fuzzy-OWL 2

In the fuzzy-based solution, we now represent the
imprecise beginning interval bound as a fuzzy set
which has the L-function MF and the ending inter-
val bound as a fuzzy set which has the R-function

membership function (MF). Let I = [I−, I+] be an
imprecise time interval. We represent the binging
bound I− as a fuzzy set which has the L-function
MF (A = I−(1) and B = I−(N )). We represent
the ending bound I+ as a fuzzy set which has the
R-function MF (A = I+(1) and B = I+(N )). For
instance, if we have the information “Alexandre
was starting his PhD study in 1973 and was gradu-
ated in late 80", the beginning bound is crisp. The
ending bound is imprecise and it is represented
by L-function MF (A = 1976 and B = 1980). For
the rest of the paper, we use the MFs shown in
Figure 4 (Zadeh 1975).

We extend the original 4D-fluents model to
represent imprecise time intervals in the follow-
ing way. We add two fuzzy datatype properties
“FuzzyHasBegining” and “FuzzyHasEnd” to the
class “TimeInterval”. “FuzzyHasBegining” has
the L-function MF (A = I−(1) and B = I−(N )).
“FuzzyHasEnd” has the R-function MF (A = I+(1)

and B = I+(N )). The 4D-fluents approach is
also enhanced with qualitative temporal relations
that may hold between imprecise time intervals.
We introduce the “FuzzyRelationIntervals", as
a fuzzy object property between two instances
of the class “TimeInterval”. “FuzzyRelation-
Intervals” represent fuzzy qualitative temporal
relations. “FuzzyRelationIntervals” has the L-
function MF (A = 0 and B = 1). Figure 5 repres-
ents our extended 4D-fluents model in Fuzzy-OWL
2.
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Table 2: Crisp temporal interval relations upon imprecise time intervals.

Relation Inverse Interpretation Relations between interval bounds

Bef ore(I, J) Af ter(I, J) ∀I+(i) ∈ I+, ∀J−( j) ∈ J− :
(I+(i) < J−( j))

I+(N ) < J−(1)

Meets(I, J) MetBy(I, J) ∀I+(i) ∈ I+, ∀J−( j) ∈ J− :
(I+(i) = J−( j))

(I+(1) = J−(1)) ∧ (I+(N ) = J−(N ))

Overlaps(I, J) OverlappedBy(I, J) ∀I−(i) ∈ I−, ∀I+(i) ∈ I+, ∀J−( j) ∈
J−, ∀J+( j) ∈ J+ : (I−(i) < J−( j))∧
(J−( j) < I+(i)) ∧ (I+(i) < J+( j))

(I−(N ) < J−(1)) ∧ (J−(N ) <
I+(1)) ∧ (I+(N ) < J+(1))

Starts(I, J) StartedBy(I, J) ∀I−(i) ∈ I−, ∀I+(i) ∈ I+, ∀J−( j) ∈
J−, ∀J+( j) ∈ J+ : (I−(i) =
J−( j)) ∧ (I+(i) < J+( j))

(I−(1) = J−(1)) ∧ (I−(N ) =
J−(N )) ∧ (I+(N ) < J+(1))

During(I, J) Contains(I, J) ∀I−(i) ∈ I−, ∀I+(i) ∈ I+, ∀J−( j) ∈
J−, ∀J+(i) ∈ J+ : (J−( j) <
I−(i)) ∧ (I+(i) < J+(i))

(J−(N ) < I−(1)) ∧ (I+(N ) < J+(1))

Ends(I, J) EndedBy(I, J) ∀I−(i) ∈ I−, ∀I+(i) ∈ I+, ∀J−( j) ∈
J−, ∀J+( j) ∈ J+ : (I−(i) <
J−( j)) ∧ (I+(i) = J+( j))

(J−(N ) < I−(1)) ∧ (I+(1) =
J+(1)) ∧ (I+(N ) = J+(N ))

Equal(I, J) Equal(I, J) ∀I−(i) ∈ I−, ∀I+(i) ∈ I+, ∀J−( j) ∈
J−, ∀J+( j) ∈ J+ : (I−(i) =
J−( j)) ∧ (I+(i) = J+( j))

(I−(1) = J−(1)) ∧ (I−(N ) = J−(N )) ∧
(I+(1) = J+(1)) ∧ (I+(N ) = J+(N ))

We can see in Figure 6 an instantiation of the ex-
tended 4D-fluents model in Fuzzy-OWL 2. On this
example, we consider the following information:
“Alexandre was married to Nicole just after he was
graduated with a PhD. Alexandre was graduated
with a PhD in 1980. Their marriage lasts 15 years.
Alexandre was remarried to Béatrice since about
10 years and they were divorced in 2016”. Let
I = [I−, I+] and J = [J−, J+] be two imprecise
time intervals representing, respectively, the dur-
ation of the marriage of Alexandre with Nicole
and the one with Béatrice. I− is represented with
the fuzzy datatype property “FuzzyHasBegining”
which has the L-function MF (A = 1980 and
B = 1983). I+ is represented with the fuzzy
datatype property “FuzzyHasEnd” which has the
R-function MF (A = 1995 and B = 1998). J−

is represented with the fuzzy datatype property
“FuzzyHasBegining” which has the L-function
MF (A = 2005 and B = 2007). J+ is represented
with the crisp datatype property “HasEnd” which
has the value “2016”.

4.2 A Fuzzy-Based Reasoning on
Imprecise Time Intervals in Fuzzy
OWL 2

We propose a set of fuzzy gradual personalized
comparators that may hold between two time
instants. Based on these operators, we present our
fuzzy gradual personalized extension of Allen’s
work. Then, we infer, in Fuzzy OWL 2, the
resulting temporal interval relations via a set of
Mamdani IF-THEN rules using the fuzzy reasoner
FuzzyDL. We generalize the crisp time instants
comparators “Follow", “Precede” and “Same",
introduced in (Vilain and Kautz 1986). Let α and
β two parameters allowing the definition of the
membership function of the following comparators
(∈]0,+∞[); N is the number of slices; T1 and T2
are two time instants; we define the following
comparators (illustrated in Figure 7):

• {Follow(α,β)
(1) (T1,T2) . . . Follow(α,β)

(N ) (T1,T2)}
are a generalization of the crisp time in-
stants relation “Follows”. Follow(α,β)

(1) (T1,T2)
means that T1 is “just after or approxim-
ately at the same time” T2 w.r.t. (α, β)
and gradually the time gap between T1
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Figure 4: R-Function, L-Function and Trapezoidal MFs (Zadeh 1975).

and T2 increases until Follow(α,β)
(N ) (T1,T2)

which means that T1 is “long after” T2
w.r.t. (α, β). N is set by the expert domain.
{Follow(α,β)

(1) (T1,T2) . . . Follow(α,β)
(N ) (T1,T2)}

are defined as fuzzy sets. Follow(α,β)
(1) (T1,T2)

has R-Function MF which has as parameters
A = α and B = (α + β). All comparators
{Follow(α,β)

(2) (T1,T2) . . . Follow(α,β)
(N−1)(T1,T2)}

have trapezoidal MF which has as parameters
A = ((K − 1)α) and B = ((K − 1)α+ (K − 1)β),
C = (Kα + (K − 1)β) and D = (Kα + Kβ);
where 2 ≤ K ≤ N − 1. Follow(α,β)

(N ) (T1,T2)
has L-Function MF which has as para-
meters A = ((N − 1)α + (N − 1)β) and
B = ((N − 1)α + (N − 1)β);

• {Precede(α,β)(1) (T1,T2) . . . Precede(α,β)(N ) (T1,T2)}
are a generalization of the crisp time in-
stants relation “Precede”. Precede(α,β)(1) (T1,T2)
means that T1 is “just before or approx-
imately at the same time” T2 w.r.t. (α, β)
and gradually the time gap between T1
and T2 increases until Precede(α,β)(N ) (T1,T2)
which means that T1 is “long before” T2
w.r.t. (α, β). N is set by the expert domain.
{Precede(α,β)(1) (T1,T2) . . . Precede(α,β)(N ) (T1,T2)}

are defined as fuzzy sets. Precede(α,β)(i) (T1,T2)
is defined as:

Precede(α,β)(i) (T1,T2) = 1 − Follow(α,β)
(i) (T1,T2)

• We define the comparator Same(α,β) which is a
generalization of the crisp time instants relation
“Same”. Same(α,β)(T1,T2) means that T1 is “ap-
proximately at the same time” T2 w.r.t. (α, β).
It is defined as:

Same(α,β)(T1,T2) =Min(Follow(α,β)
(1) (T1,T2),

Precede(α,β)(1) (T1,T2))

Then, we extend Allen’s work to compare im-
precise time intervals with a fuzzy gradual person-
alized view. We provide a way to model gradual,
linguistic-like description of temporal interval re-
lations. Compared to related work, our work is
not limited to a given number of imprecise rela-
tions. It is possible to determinate the level of
precision that should be in a given context. For
instance, the classic Allen relation “before” may
be generalized in N imprecise relations, where
“Be f ore(α,β)(1) (I, J)” means that I is “just before” J
w.r.t. (α, β) and gradually the time gap between
I and J increases until “Be f ore(α,β)(N ) (I, J)” which
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Figure 5: The extended 4D-fluents model in Fuzzy-OWL 2.

Figure 6: An instantiation of the extended 4D-fluents model in Fuzzy-OWL 2.

means that I is long before J w.r.t. (α, β). The
definition of our fuzzy interval relations is based
on the fuzzy gradual personalized time instants
compactors. Let I = [I−, I+] and J = [J−, J+]
two imprecise time intervals; where I− has the
L-function MF (A = I−(1) and B = I−(N )); I+ is a
fuzzy set which has the R-function MF (A = I+(1)

and B = I+(N )); J− is a fuzzy set which has the
L-function MF (A = J−(1) and B = J−(N )); J+ is a
fuzzy set which has the R-function MF (A = J+(1)

and B = J+(N )). For instance, the fuzzy interval
relation “Be f ore(α,β)(1) (I, J)” is defined as:

∀I+(i) ∈ I+, ∀J−(j) ∈ J− :

Precede(α,β)(1) (I+(i), J−(j))

This means that the most recent time instant of
I+(I+(N )) ought to proceed the oldest time instant
of J−(J−(1)):

Precede(α,β)(1) (I+(N), J−(1))

In the similar way, we define the others temporal
interval relations, as shown in Table 3.

Finally, we have implemented our fuzzy gradual
personalized extension of Allen’s work in Fuzzy-
OWL 2. We use the ontology editor PROTEGE
version 4.3 and the fuzzy reasoner FuzzyDL. We
propose a set of Mamdani IF-THEN rules to in-
fer the temporal interval relations from the in-
troduced imprecise time intervals which are rep-
resented using the extended 4D-fluents model in



Enterprise Modelling and Information Systems Architectures
February 2018. DOI:10.18417/emisa.si.hcm
Representing Imprecise Time Intervals in OWL 2 129
Special Issue on Conceptual Modelling in Honour of Heinrich C. Mayr

Figure 7: Fuzzy gradual personalized time instants comparators. (A) Fuzzy sets of
{Follow(α,β)

(1) (T1,T2) . . . Follow(α,β)
(N ) (T1,T2)}. (B) Fuzzy sets of {Precede(α,β)(1) (T1,T2) . . . Precede(α,β)(N ) (T1,T2)}. (C)

Fuzzy set of Same(α,β)(T1,T2).

Table 3: Fuzzy gradual personalized temporal interval relations upon imprecise time intervals.

Relation Inverse Relations between bounds Definition

Bef ore
(α,β)
(K ) (I, J) Af ter

(α,β)
(K ) (I, J) ∀I+(i) ∈ I+, ∀J−( j) ∈ J− :

(I+(i) < J−( j))
Precede

(α,β)
(K ) (I+(N ), J−(1))

Meets(α,β)(I, J) MetBy(α,β)(I, J) ∀I+(i) ∈ I+, ∀J−( j) ∈ J− :
(I+(i) = J−( j))

Min(Same(α,β)(I+(1), J−(1)) ∧
Same(α,β)(I+(N ), J−(N )))

Overlaps
(α,β)
(K ) (I, J) OverlappedBy

(α,β)
(K ) (I, J) ∀I−(i) ∈ I−, ∀I+(i) ∈ I+, ∀J−( j) ∈

J−, ∀J+( j) ∈ J+ : (I−(i) < J−( j))∧
(J−( j) < I+(i)) ∧ (I+(i) < J+( j))

Min(Precede(α,β)(K ) (I−(N ), J−(1)) ∧
Precede(K)(α,β)(J−(N ), I+(1)) ∧
Precede

(α,β)
(K ) (I+(N ), J+(1)))

Starts
(α,β)
(K ) (I, J) StartedBy

(α,β)
(K ) (I, J) ∀I−(i) ∈ I−, ∀I+(i) ∈ I+, ∀J−( j) ∈

J−, ∀J+( j) ∈ J+ : (I−(i) =
J−( j)) ∧ (I+(i) < J+( j))

Min(Same(α,β)(I−(1), J−(1)) ∧
Same(α,β)(I−(N ), J−(N )) ∧
Precede

(α,β)
(K ) (I+(N ), J+(1)))

During
(α,β)
(K ) (I, J) Contains

(α,β)
(K ) (I, J) ∀I−(i) ∈ I−, ∀I+(i) ∈ I+, ∀J−( j) ∈

J−, ∀J+(i) ∈ J+ : (J−( j) <
I−(i)) ∧ (I+(i) < J+(i))

Min(Precede(α,β)(K ) (J−(N ), I−(1)) ∧
Precede

(α,β)
(K ) (I+(N ), J+(1)))

Ends
(α,β)
(K ) (I, J) EndedBy

(α,β)
(K ) (I, J) ∀I−(i) ∈ I−, ∀I+(i) ∈ I+, ∀J−( j) ∈

J−, ∀J+( j) ∈ J+ : (I−(i) <
J−( j)) ∧ (I+(i) = J+( j))

Min(Precede(α,β)(K ) (J−(N ), I−(1)) ∧
Same(α,β)(I+(1), J+(1)) ∧
Same(α,β)(I+(N ), J+(N )))

Equal(α,β)(I, J) Equal(α,β)(I, J) ∀I−(i) ∈ I−, ∀I+(i) ∈ I+, ∀J−( j) ∈
J−, ∀J+( j) ∈ J+ : (I−(i) =
J−( j)) ∧ (I+(i) = J+( j))

Min(Same(α,β)(I−(1), J−(1)) ∧
Same(α,β)(I−(N ), J−(N )) ∧
Same(α,β)(I+(1), J+(1)) ∧
Same(α,β)(I+(N ), J+(N )))
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Fuzzy-OWL2. For each temporal interval rela-
tion, we associate a Mamdani IF-THEN rule. For
instance, the Mamdani IF-THEN rule to infer the
“Overlaps(α,β)(1) (I, J)” relation is the following:

(define-concept Rule0 (g-and (some Precede(1/1)
Fulfilled) (some Precede(1/2) Fulfilled) Fulfilled)
(some Precede(1/3) Fulfilled) (some Overlaps(1)

True))) // Fuzzy rule

We define three input fuzzy variables,
named “Precede(1/1)", “Precede(1/2)” and
“Precede(1/3)", which have the same MF than
that of “Precede(α,β)(1) ”. We define one output
variable “Overlaps(1)” which has the same mem-
bership than that of the fuzzy object property
“FuzzyRelationIntervals”. “Precede(1/1)", “Pre-
cede(1/2)” and “Precede(1/3)” are instantiated
with, respectively, (I−(N ) − J−(1)), (J−(N ) − I+(1))
and (I+(N ) − J+(1)).

5 Conclusion
In this paper, we proposed two approaches to
represent and reason on imprecise time intervals
in OWL: a crisp-based approach and a fuzzy-based
approach. (1) The crisp-based approach is based
only on crisp environment. We extended the 4D-
fluents model to represent imprecise time intervals
and crisp interval relations in OWL 2. To reason on
imprecise time intervals, we extended the Allen’s
interval algebra in a crisp way. Inferences are
done via a set of SWRL rules. (2) The fuzzy-
based approach is entirely based only on fuzzy
environment. We extended the 4D-fluents model
to represent imprecise time intervals and fuzzy
interval relations in Fuzzy-OWL 2. To reason on
imprecise time intervals, we extend the Allen’s
interval algebra in a fuzzy gradual personalized
way. We infer the resulting fuzzy interval relations
in Fuzzy-OWL 2 using a set of Mamdani IF-THEN
rules.

Concerning the choice between these two ap-
proaches (the crisp-based one or the fuzzy-based
one), as a fuzzy ontology is an extension of crisp
ontology, researchers may choose any of our two

approaches for introducing imprecise interval man-
agement in their knowledge bases whatever these
latter are crisp or fuzzy. However our fuzzy-based
approach allows more functionalities, in particular
it is suitable to represent and reason on gradual
interval relations such as “middle before” or “ap-
proximately at the same time”. Hence, in the
case of manipulating a fuzzy knowledge base, we
encourage researchers to choose the fuzzy-based
approach to model and reason on imprecise time
intervals. The main interest of the crisp-based
approach is that this solution can be implemented
with classical crisp tools and that the program-
mers are not obliged to learn technologies related
to fuzzy ontology. Considering that crisp tools
and models are more mature and better support
scaling, the crisp-based approach is more suitable
for marketed products.

The works presented in this paper have been
tested in two projects, having in common to man-
age life logging data: (1) In the VIVA2 project,
we aim to design the Captain Memo memory pros-
thesis (Herradi et al. 2015; Métais et al. 2015) for
Alzheimer Disease patients. Among other func-
tionalities, this prosthesis manages a knowledge
base on the patient’s family tree, using an OWL
ontology. Imprecise inputs are especially numer-
ous when given by an Alzheimer Disease patient.
Furthermore, dates are often given in reference to
other dates or events. Thus, we have been using
the “fuzzy” solution reported in this paper. One
interesting point in this solution is to deal with a
personalized slicing of the person’s life in order
to sort the different events. (2) The QUALHIS3
project aims to allow Middle Ages specialized his-
torians to deal with prosopographical data bases
storing Middle age academic’s career histories.
Data come from various archives among Europe
and data about a same person are very difficult to
align. Representing and ordering imprecise time
interval is required to redraw the careers across
the different European universities who hosted the

2 http://viva.cnam.fr/
3 http://www.univ-paris1.fr/fileadmin/Axe_de_recherche_
PIREH/aap2017-mastodons-Lamasse.pdf
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person. We preferred the “crisp” solution in order
to favour the integration within the existing crisp
ontologies and tools, and to ease the management
by Historians.
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Ontological Document Reading
An Experience Report
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Woodfieldb
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Abstract. Ontological document reading is defined as automatically and appropriately populating a
conceptual model representing an ontological conceptualization of some fragment of the real world.
Appropriately populating the conceptualization involves not only extracting the information with respect to
the declared object and relationship sets of the conceptual model but also involves checking the extracted
information for real-world constraint violations, standardizing the data, and inferring the unwritten
information that a document author intended to convey. Appropriately populating an ontology may, in
addition, require adjustments to the ontology itself. This approach to document reading is presented in terms
of an effort to build a system to extract the genealogical information in family history books. The status of
the reading system is reported. Also explained is how the generated results can be imported into and thus
contribute to the construction of a large repository of world-wide family interrelationships. The reading
system’s potential use for constructing similar knowledge repositories in other domains is foreshadowed.

Keywords. Document Reading • Information Extraction • Conceptual Modeling • Ontology
Conceptualization • Extraction Ontology

1 Introduction

Ontology is the philosophical study of the nature
of being, existence, or reality. An ontology is a
shared, commonly agreed upon conceptualization
of a domain of interest (Gruber 1993). An onto-
logy can be represented as a conceptual model,
which names and defines the types, properties,
and interrelationships of the objects that exist in a
particular domain (Dillon et al. 2008; Guizzardi
and Halpin 2008).

Ontological document reading, in its simplest
form, consists of automatically populating a con-
ceptual model with object and relationship in-
stance facts extracted from a document’s text.
More completely described, ontological document
reading consists of four interrelated tasks:

* Corresponding author.
E-mail. embley@cs.byu.edu

1. Populate multiple interrelated conceptual mod-
els with facts stated in a document and integrate
the extracted information into a unified whole.

2. Check the extracted facts with respect to on-
tological constraints supplied as part of the
conceptual models.

3. Infer facts called for in the conceptual models
but not explicitly stated in the document.

4. Construct and augment conceptual models to
capture document facts not conceptualized in a
given collection of conceptual models.

As an example of ontological document reading,
consider reading the document in Figure 1 with
respect to the ontological conceptualization in
Figure 2:
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Figure 1: Page 419 of The Ely Ancestry (Vanderpoel 1902)
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1. Ontology Population
Extraction results should include the follow-
ing facts: Person(Mary Eliza Warner) was
born on BirthDate(1826). Person(Mary Eliza
Warner) married Spouse(Joel M. Gloyd) on
MarriageDate(1850) at BirthPlace(unknown).
Child(Maria Jennings) is a child of Per-
son(William Gerard Lathrop). Child(Maria
Jennings) is a child of Person(Charlotte Brack-
ett Jennings).

2. Constraint Checking
Human readers should, and usually do, impli-
citly check extracted facts against ontological
reality. Automated extraction tools, with no in-
tuition of their own, often make extraction mis-
takes that are wildly unreasonable. For example,
because the OCR system makes a mistake—
interpreting “1” in Theodore Andruss’s birth
year as “i”, which actually happens in the OCR
of the document in Figure 1—an automated
extractor can extract Person(Theodore Andruss)
was born on BirthDate(860). By itself this
extracted fact is reasonable, but not in the con-
text of other extracted facts: Child(Theodore
Andruss) is a child of Person(Mary Augusta An-
druss) and Person(Mary August Andruss) was
born on BirthDate(1825). These extracted facts
along with the constraint that a child cannot be
born before its mother imply that at least one
of them is incorrect.

3. Fact Inference
Document authors typically do not explicitly
state all the facts they wish to convey. Readers
of the page in Figure 1, for example, should
infer (a) the gender of a person (e.g. Per-
son(Mary Eliza Warner) has Gender(Female));
(b) roles such as father, mother, wife, hus-
band (e.g. Mother(Abigail Huntington Lath-
rop) because she is female and has children);
(c) full married names of female spouses
based on cultural traditions (e.g. Person(Mary
Eliza Warner) has InferredMarriedName(Mary
Eliza Warner Gloyd); and (d) full birth names
(e.g. Person(Maria Jennings) has Inferred-
BirthName(Maria Jennings Lathrop)). Readers

should also be able to determine that some name
instances refer to the same person. In the last
family on the page in Figure 1, for example, Per-
son(Mrs. Lathrop) is the same as Person(Mary
Augusta Andruss).

4. Ontology Construction and Augmentation
Using a named entity recognizer, we can create
a simple ontology with two linked concepts, the
entity E and its name EName (e.g. Location has
LocationName). Note that this conceptualiza-
tion is similar to the conceptualization Person
has Name in Figure 2. Furthermore, just as the
appearance of a person’s name instantiates a Per-
son object and links it to the name, the appear-
ance of a location name instantiates a Location
object and links it to the location’s name. From
the page in Figure 1 three of the extractable
location facts are Location(West Indies), Loca-
tion(Boonton, N. J.), and Location(N. Y. City).
A reader can infer from the text that there is an
association respectively between these locations
and Person(Donald McKenzie), Person(William
Gerard Lathrop), and Person(Charles Chris-
topher Lathrop). Natural language processing
systems can too. Hence, having determined that
there is an implied association between Person
and Location, an automated ontology construc-
tion system can connect the two ontologies,
augmenting both, on its way to constructing
an ever-growing collection of ontologies that
can be populated by an ontological document
reading system.

A tremendous amount of academic research has
contributed to the grand challenge of document
understanding. Ontology, the nature of reality, and
epistemology, the theory of knowledge, have been
the subject of research since the days of Aristotle
(Aristotle about 350BC). In modern times, several
disciplines within computer science and linguist-
ics have contributed to document understanding as
indicated by the many conferences and workshops
that have sprung up surrounding the topic (e.g.
AAAI, ACL, DAS, EMNLP, ER, ICDAR, ICPR,
IJCAI, NLDB, SIGMOD, SIGIR, SIGRAPH, and
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Figure 2: A Genealogy Ontology

TREC, among others). The grand challenge of doc-
ument understanding involves much more than just
document reading. It includes image processing,
handwriting recognition, optical character recog-
nition, identification of document components
(e.g. figures, tables, text), determination of text
reading order, and much more. Document reading,
on which we focus in this experience report, is
an essential component, but only a component, of
the larger grand challenge.

The contributions of this report include:

1. a definition and description of ontological doc-
ument reading;

2. a prototype implementation of an ontological
document reading system; and

3. a real-world application of the implementa-
tion that extracts and organizes information for
and contributes to the online and ever-growing
Family Tree (FamilySearch n.d.), a public wiki-
like, shared repository of interconnected family
genealogies that contains more than 1.2 billion
person names and associated information.

We present the details of these contributions as
follows. Section 2 explains how we populate con-
ceptual models from text. Section 3 describes our

information-extraction tools and how they map
the facts they extract into ontological conceptual-
izations. Section 4 discusses the integration of the
conceptual models our extraction tools use and of
the information that populates these conceptual
models. Section 5 describes how we reason about
extracted and inferred facts with respect to given
ontological constraints. It also describes how the
system can sometimes resolve invalid extraction
results and can always at least point specifically
to what is likely wrong, so that system users can
resolve them. Section 6 explains how we infer
facts of interest implied by, but not stated, in a doc-
ument. It also discusses resolving object identity
for multiple mentions of the same person. Sec-
tion 7 explains how we can (semi)automatically
construct and evolve ontological conceptualiza-
tions so that additional information can be gleaned
from a document. Section 8 gives the status of
our implementation and the results of some field
experiments we have conducted to evaluate the
effectiveness of our document reading system. It
also reports on some initial contributions to Family
Tree, and it looks to future work and application-
enhancement opportunities. Section 9 summar-
izes the work and makes concluding remarks.
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2 Ontological Text Extraction
Research on automated text extraction began in
the information retrieval community and can be
dated back at least to Salton’s groundwork (Salton
1968). Researchers in other computer science
disciplines soon joined in the quest to extract in-
formation from text. NLP researchers have made
significant progress on named entity recognition
(NER) in free running text (Nadeau and Sekine
2007) and have more recently focused on recog-
nizing relationships among named entities (e.g.
(Schone and Gehring 2016)). Researchers within
the database, library/information science, docu-
ment analysis, and AI communities have sought
to make documents more easily searchable and to
extract specified items of information. Hundreds
of research papers in these various disciplines have
been published in many journals and conference
proceedings (Grishman 2015; Jiménez et al. 2016;
Laender et al. 2002; Sarawagi 2008; Turmo et al.
2006).

For ontological document reading, extraction
results must be mapped to an ontology. Early
extraction systems (e.g. (Lehnert et al. 1994),
(Kushmerick et al. 1997), and those surveyed in
(Eikvil 1999)) labeled extracted data with cat-
egory names, often called “slots.” But these
slot conceptualizations lacked the structure and
interconnectedness of larger ontologies and the
richness of their constraints and inference cap-
abilities. Later work on linguistically grounding
ontologies begins to open the door to ontological
document reading (Buitelaar et al. 2009).

In our extraction work, we create ontologies as
the target for information extraction and directly
populate these ontologies with information extrac-
tion engines. We specify ontologies as conceptual
models using the OSM conceptual modeling lan-
guage (Embley et al. 1992). We augment these
conceptual models with extraction rules that map
document text to object and relationship instances
in the conceptual model’s object and relationship
sets. An ontological conceptual model augmented
with extraction rules is an extraction ontology
that can read a document and populate its object

and relationship sets with information gleaned
from the document. We have developed an en-
semble of tools for creating extraction rules and
for otherwise generating mappings from text to
ontological conceptualizations. These tools rely
on techniques for developing rule-based expert
systems and for doing natural language processing
(NLP), cognitive reasoning, and machine learning.

2.1 Ontological Conceptualizations
Figure 3 shows an OSM conceptual model. Rec-
tangular boxes are object sets—dashed if lexical
and solid if non-lexical. The objects stored in
lexical object sets are strings. In Figure 3 Spouse-
Name and Year are lexical and may have strings
such as “Mary Augusta Andruss” and “1826” as
members of their respective object sets. Non-
lexical objects are represented as numbered object
identifiers—(e.g. “osmx73”, because our underly-
ing representation for OSM conceptual models is
XML).

Person

Child

Name

BirthDate DeathDate

Surname

ChildNrYearDay Month

GivenName

MarriageDate

SpouseName

2

Figure 3: Basic Ely Ontology

Lines between object sets denote relationship
sets; a diamond may appear in the middle of a
line and usually does for three or more connect-
ing object sets—e.g. the marriage relationship
set in Figure 3. Object-set/relationship-set con-
nections each have a participation constraint, a
special kind of cardinality constraint (Liddle et al.
1993) that specifies the number of times an object
in an object set can participate in a relationship
set. The 2 in Figure 3, for example, specifies
that a Child is related to exactly two Persons—the
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child’s parents. Graphical decorations on object-
set/relationship-set connections denote common
participation constraints: a small “o” for optional
participation and the absence of an “o” for manda-
tory participation; and an arrowhead for functional
participation from tail object set to head object
set, which limits objects in the tail-side object
set to participate at most once. In Figure 3, for
example, a Person mandatorily has one BirthDate
and optionally has one DeathDate. Also, Persons
must have a Name, but they need not be married
nor have children. Relationship sets have names,
either explicit, as are the relationship-set names
in Figure 1, or implicit, as in Figure 3. Both ex-
plicit and implicit relationship-set names include
the names of the connected object sets. Explicit
relationship-set names for binary relationship sets
have a reading direction arrow that specifies which
of the object set names comes before and which
comes after the connecting verbiage in the full
relationship-set name. In Figure 1, Person was
buried at BurialPlace and Son is a son of Person
are two of the relationship-set names. Implicit
names are a space concatenation of the object-set
names in any order—e.g. Person SpouseName
MarriageDate for the marriage relationship set
in Figure 3. By default, implicit names for func-
tional binary relationship sets, may use has as the
connecting verbiage, read from tail to head—e.g.
Person has BirthDate in Figure 3.

A white-filled triangle denotes a generaliza-
tion/specialization with one or more specializa-
tions connected to the base and a generalization
connected to the apex. The objects in a specializa-
tion are a subset of the objects in a generalization,
and all the connecting relationship sets of a gen-
eralization are inherited by its specialization(s).
In Figure 3, every Child object is also a Person
object and has a Name and BirthDate and may be
married and may have died. A Child may have a
ChildNr, but a Person who is not a Child may not
have a ChildNr.

A black-filled triangle denotes an aggregation
with two or more component-part object sets con-
nected to the base and the aggregate object set

connected to the apex. Aggregate and component-
part object sets can independently either be lexical
or non-lexical. The black-filled triangle is just
a grouping of ordinary relationship sets with an
implied composition whose implicit names are
all x is part of y where x is a component-part
object-set name and y is the aggregate object-set
name. Decorations on the connections specify
participation requirements in the aggregate. In
Figure 3 BirthDate and DeathDate are each an
aggregate of a Day, Month, and Year; and Name
is an aggregate of one or more GivenNames and
an optional Surname.

2.2 Extraction Ontologies
When writing the The Ely Ancestry (Vanderpoel
1902), the author may have conceptually had in
mind the ontology in Figure 3 populated with
information. The job of a document reader is
to reverse the process—extract the information
from the book and populate the ontology. We
enable an ontology to populate itself by attaching
enriched linguistic recognizers to every object set
and relationship set and also to selected ontology
snippets—coherent subcomponent views of an
ontology. A reading-enabled ontology is an ex-
traction ontology (Embley et al. 1999a; Embley
and Zitzelberger 2010; Park 2015).

In an extraction ontology, every lexical object
set has an associated data frame (Embley 1980).
In essence, a data frame for a lexical object L de-
scribes the objects that may populate L including
how to recognize object instances in a document
and how these objects may behave and interact
with other objects. More formally, a data frame
is an abstract data type whose value set V has an
instance recognizer that identifies lexical patterns
denoting values in V and whose set of operations
O includes an input operator to convert identified
instances to the internal representation for V and
an output operator to convert instances in V to
strings, as well as applicable operations such as the
Boolean operator “between” for two successive
dates. Except for input and output, each operation
o in O has an operator recognizer that identifies
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lexical patterns as indicators that o applies, e.g.
“is between (Date) and (Date)”.

Figure 4 shows an example of a BirthDate data
frame. From the value expression and the left
and right context expressions, we form a regular-
expression extraction rule by concatenating the
given regular expressions and placing capture-
group parentheses around the value expression.
The extraction rule generated from the YearOnly
recognizer in Figure 4 – b[.,]?\s(\b\d{4}\b) –
extracts 17 of the 18 birth years in Figure 1 into
the BirthDate object set in Figure 2. (Theodore
Andruss’s birth year has an OCR error, “i860”
instead of “1860”, causing his birth year to be
missed.) The MonthDayYear expression in Fig-
ure 4 recognizes dates like “Nov. 4, 1898” in
Figure 1, in which {Month} is a macro referring
to a lexicon of month names and abbreviations.
Keyword phrases like born and birth in Figure 4
are not part of the regular-expression extraction
rule. Instead, if data-frame extraction rules of two
or more object sets recognize the same string of
characters as being possible instances of them-
selves, the keywords and keyword phrases help
disambiguate the intended target object set for the
extraction. For example, to which Date object
set in Figure 2 does the date “Nov. 4, 1898” in
Figure 1 belong? A keyword died found in the
same sentence as the date indicates that it should
be extracted into the DeathDate object set, which
has an identical MonthDayYear recognizer.

internal representation: int // Julian date: yyyyddd

external representation:
    // YearOnly
        value expression: \b\d{4}\b
        left context expression: b[.,]?\s
        right context expression:
        keyword phrases: \bborn\ | \bbirth\
    // MonthDayYear
        value expression:
        \b{Month}\s(?:1\d|2\d|30|31|\d)[.,]?\s(?:\d{4})\b
    ...
methods:
    ageAtDeath(b:BirthDate, d:DeathDate) returns int {
        return d/1000 - b/1000
    }
    ...

Figure 4: BirthDate Data Frame (partial)

In an extraction ontology, every non-lexical
object set is populated by ontological commit-
ment—a relation between a language and objects
postulated to exist by that language. Person ob-
jects in Figure 2 are instantiated by the appearance
of a person’s name in a document. In a data frame
for a non-lexical object set N we specify which
related lexical object instantiations also instantiate
an object of N . The instantiation of objects in N
also instantiates relationships between non-lexical
objects and their related lexical objects. For ex-
ample, extracting “Mary Eliza Warner” in Figure 1
into the Name object set in Figure 2 causes a new
object, say osmx103, to be placed in the Person
object set and the relationship Person(osmx103)
has Name(Mary Eliza Warner) to be placed in the
Person has Name relationship set. Because of on-
tological commitment, we can and often do write
this relationship as Person(Mary Eliza Warner).

In general, ontological commitment may be
declared directly by association with one or more
lexical object sets or indirectly through one or more
non-lexical object sets. In Figure 3, for example,
the non-lexical Name object set is instantiated
when either of the lexical object sets GivenName
or Surname is instantiated, and the instantiation
of a Person object happens when an object is
instantiated in the non-lexical Name object set.
Objects in the non-lexical object set Child in
Figure 3 are instantiated by inheritance when a
name is known to be a child name. The object
existence rule \b\d\d?[.]\s{Person} identifies
a child in Figure 1 by a person name following
the appearance of a one- or two-digit number, a
period, and a space. In this object existence rule
{Person} is a macro which devolves to the macro
{Name} which, in turn, devolves to the regular-
expression rule for either GivenName or Surname,
or both.

Extraction rules for relationship sets build
on data-frame-specified extraction rules for
object sets. As an example, the rule
{Person}[\s\S]{1,30}?b\.\s{BirthDate}
correctly extracts from Figure 1 most of the
Person was born on BirthDate relationships for
the extraction ontology in Figure 2. (It incorrectly
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assigns Emma Goble’s birth year to Theodore
Andruss because of the OCR error, “i860”, and
it assigns Mary Augusta Andruss’s birth year to
what it extracts as a person name in the address
text between Mary’s name and her birth year.) The
macro references to {Person} and {BirthDate}
illustrate how relationship-set extraction rules
build on object-set extraction rules. All combina-
tions of value-expressions in the data frames for
each referenced object set are plugged in to create
extraction rules for the relationship set.

Extending relationship-set extraction rules to
span across multiple relationship sets lets us define
extraction rules for a coherent subcomponent
of an ontology. We call these subcomponents
ontology snippets. As an example, we can write
the ontology snippet extraction rule

(\d)\.\s([A-Z]\w+)\s([A-Z]\w+),\sb[,.]
\s([\d|i]\d{3})(?:,\sd\.\s(\d{4}))?\.

which extracts all eleven numbered children along
with their birth year, and, if stated, their death
year. To complete the extraction rule we must
match capture groups with object sets. For the
ontology in Figure 3, Capture Group 1 associates
with ChildNr, 2 and 3 associate with GivenName,
4 associates with BirthDate Year, and 5 associates
with DeathDate Year. Note that we can associate
an ordered sequence of capture groups with a
single object set, as we do here for GivenName.
This feature also lets us capture lexical items that
do not appear together such as name and surname
in a phone book listing where the surname is
factored to the top of the list of all names with the
same surname.

3 Learning to Read
There are a number of ways a computer can be
taught to read: (1) It can be told what the patterns
in the text mean (Section 3.1). (2) It can be told
how ontology-equivalent forms should be filled in
(Section 3.2). (3) It can learn by example (Sec-
tions 3.3 and 3.4). (4) It can discover patterns and
how they map to conceptualizations (Section 3.5).

(5) It can learn from training data (Section 3.6).
(6) It can learn by natural language processing
(NLP) and cognitive reasoning (Section 3.7).

Before describing our extraction tools, we first
observe that for historical documents we are given
neither the words in the document nor the lines of
text. Instead the OCR provides only the characters
recognized and their bounding boxes. Reconstruct-
ing the text flow in the document can sometimes
be non-trivial. Particular problems occur when
the point size changes or when words are typeset
with comparatively large spaces between letters
to maintain right justification. The document in
Figure 1 has neither of these problems, and the
reconstructed text is relatively clean. Other than
the OCR errors of “i” for “1” and “.” for “,” and
vice versa which we have already mentioned or
alluded to, the only error is the failure of the OCR
engine to recognize “Twins” which is between
the lines and the brace which spans multiple lines.
Reconstructing tab stops is another matter. We
usually left justify each line in the OCR, but have
the option to add tab stops at the beginning of lines
at what appears to be every level of indentation—
four of them for the page in Figure 1.

3.1 FROntIER: Extraction Rule Creation
with Data Frames

Figure 5 shows our FROntIER ontology work-
bench (Park 2015) with which we can create ex-
traction rules by hand as explained in Section 2.2.
The rectangle, diamond, and triangle icons at the
top let users respectively create object sets, re-
lationship sets and generalization/specializations
of an ontology. The Tools menu lets users select
which kind of extraction rule they wish to create.
The data frame rule creation tool is currently open
showing an object existence rule that has been
created.

We note that extraction rule creation by machine
learning is more popular in academic circles than
in industry. When it comes to practical applica-
tion, however, rule creation is the clear winner,
especially for large vendors, with 67% of their
implementations being pure rule-based systems
and another 17% being a hybrid of rule-based and
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Figure 5: Ontology Workbench

machine-learned information extraction systems
(Chiticariu et al. 2013). Five of seven of our ex-
traction tools are based on rules. In three of the
five, however, the rules are system-generated.

3.2 OntoES: Form-based Extraction Rule
Creation

Forms can be designed so that they have a one-to-
one correspondence with an ontology. Creation of
such a form induces an ontology (Tao et al. 2009).
In Figure 6 the form being created corresponds to
the ontology in Figure 7. The form title Person
becomes a non-lexical object set, and the single-
entry form fields nested under Person become
lexical object sets functionally dependent on Per-
son. The construction menu in Figure 6 is attached
to the BirthDate field. By clicking on Single we
could nest lexical Day, Month, and Year fields
under what would then be a non-lexical BirthDate
field. We can create the ontology in Figure 8
by making the form title be Couple and nesting
under it a single-entry form field called Name and
a multiple-entry field which is extended to have
three form fields, SpouseName, MarriageDate,
and MarriagePlace. Similarly, we can create the
ontology in Figure 9 by making the form title be

Family and nesting under it two single-entry form
fields, Parent1 and Parent1, and a multiple-entry
form field Child.

Figure 6: Form Creation and Ontology Induction

We can also create ontologies that have spe-
cializations. Clicking on Specialization in the
construction menu for a field in Figure 6 nests a
specialization under it. Then with the construction
menu attached to the specialization, clicking on
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Person

BirthDate

Name

BirthPlace

DeathDate

DeathPlace

BurialDate

BurialPlace

ChristeningDate

ChristeningPlace

GenderDesignator

Figure 7: Person Ontology

Person

Name

MarriageDate

SpouseName

MarriagePlace

Figure 8: Couple Ontology

Family

Child

Parent1 Parent2

Figure 9: Family Ontology

Reference To allows a user to select any of the
existing object sets to which a connecting rela-
tionship set is added. Thus, for example, we can
create Child in Figure 3 as a specialization of
Person and also create the relationship between
Child and Person. Key in the construction menu is
for specifying ontological commitment and desig-
nates the field to which the menu is attached as an
instantiator of the non-lexical field under which
it is nested. The star next to the Name field in
Figure 6 marks Name as the instantiator field for
the Person ontology in Figure 7.

Having built forms, a user U can “teach” the
reading system how to fill them in. Clicking on
the menu icon in the upper right of Figure 6,
lets U choose a form and a page in a book and
then bring up the interface in Figure 10, albeit
initially with only the page and form header. U
can then create an extraction rule by naming it
and typing in a regular expression whose capture
groups correspond to form fields. After specifying
the match between capture groups and form fields,
U can click on the Test button to test the extraction
rule. Figure 10 shows the result: the form records
are created and filled in, and the highlighting
shows the correspondence among filled in form
fields, regular-expression capture groups, and text
extracted from the page. If satisfactory, U can
save the rule along with others in an extraction
ontology for the form.

3.3 GreenFIE: Extraction Rule Learning
by Form Filling Examples

Rather than writing regular expressions to tell the
computer how to fill in form records, a user can
fill in a form manually. In the background, Green-
FIE (Kim 2017) “watches” a user fill in a form
record, generates a regular-expression extraction
rule that would also have filled in the same record,
generalizes the rule, executes it, and automatically
fills in form records with information that matches
the generalized extraction rule.

Figure 11 shows the interface of our form-filling
tool, which we call COMET—Click-Only, or at
least Mostly, Extraction Tool (Embley et al. 2017).
To fill in a field currently in focus (i.e. the one
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Figure 10: OntoES Rule Editor

Figure 11: GreenFIE User Interface
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with its border highlighted), a user need only click
on the text string or strings in the document to be
filled into the form. For historical documents, the
image of a document page is superimposed over
hidden OCR’d text, so that clicking on a word
in the image extracts the OCR’d text of the word
and enters it into the focus field. In Figure 11, for
example, the field in focus is the BirthDate field
for Theodore Andruss, and when a user clicks
on “1860” in the image, the underlying OCR’d
text “i860” is entered into the field. The user can
correct the OCR error by double-clicking on the
field and editing the text. To make it easy to see
what text in the document has been extracted into
which form record, a user can use a mouse to
hover over a record, which then highlights each
field in the record with a different color and also
highlights in the document the text filled into a
field with the same color. In Figure 11, the user
is hovering over the record of Mary Ely who was
born in 1836 and died in 1859.

The filled in form records in Figure 11 were
generated with the help of GreenFIE as follows:
Beginning with a single empty record, a user U
extracted the highlighted Mary Ely information
into the empty record. U then clicked on the
Regex button at the end of the filled-in record. (In
Figure 11, the Regex buttons are hidden behind
the document page, but are accessible with a
horizontal slider bar below the form records.) As
a result, GreenFIE added the four other children
in the page that also have both a birth and a
death date. (After adding records, GreenFIE sorts
them in page order, which is why Mary Ely’s
record eventually ends up as the fourth record in
Figure 11.)

Next, U filled in a new empty record for Mary
Ely’s brother Gerard Lathrop, who has only a
birth year, and clicked on the record’s Regex
button. For this case GreenFIE-generated the
regular expression,

\n\d{1}[.,]\s([A-Z][a-z]+\s(?:(?:Mc
[A-Z][a-z]+)|(?:[A-Z][a-z]+)))[.,]\s
b[.,]\s(\d{4})[.,]

which we use here for illustration since it is the
shortest of all the expressions. GreenFIE gener-
ates and generalizes using several heuristics: (1)
The left context for a capture group is the text back
to the first whitespace character before the word
preceding the capture group. (2) The right context
of a capture group consists of all immediate punc-
tuation characters following the capture group; or
if none, then \s is added. (3) Between capture
groups, if the right of the first overlaps or abuts
against the left of the second, the text between
is the literal context; otherwise the left and right
context is kept and a skip, [\s\S]{m,n}, is added
where m and n are set heuristically depending on
the actual number of characters being skipped. (4)
Some OCR errors are anticipated, here just “.” for
“,” and vice versa. (5) Strings of n digits become
\d{n}. (6) Person names, dates, and place names
are selected from a library of regular expressions
depending on which expressions match the per-
son names, dates, and place names in the given
example. The regular expression here matches
all the numbered children with only a birth year
except Theodore’s record which has the mentioned
OCR error. It also matches all the numbered chil-
dren with both a birth year and a death year, but
GreenFIE keeps only subsuming records and thus
does not generate new form records for them.

Continuing, user U next filled in a record for
Mary Eliza Warner and her birth date, but the gen-
erated regular expression found no other matching
text pattern. Similarly, generated records for both
Abigail Huntington Lathrop and the West Indies
Donald McKenzie yielded no other form records.
The generated expression for William Gerard Lath-
rop of Boonton, N. J., however, does match the
record for Charles Christopher Lathrop of N. Y.
City, and the expression generated for Charlotte
Brackett Jennings does match the record for Mary
Augusta Andruss. The generated record for Mary,
however, is incomplete, so U added the death date
and place and also the funeral date as the burial
date.

Extraction rules for the Couple and Family
forms are generated similarly, except that the mul-
tiple entry fields in both forms call for an additional
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type of generalization for lists. For the Abigail
and Donald family in Figure 1, for example, when
Mary Ely and Gerard Lathrop are added as chil-
dren, GreenFIE not only generalizes each entry as
explained above, it also generalizes the list itself
to possibly have up to a user-specified maximum
number of children (12 in our implementation).
GreenFIE thus generates 12 extraction rules, the
first with a capture group for the first child, the
second with a non-capture group for the first child
and a capture group for the second child, and so
forth to the 12th in which the first 11 children are
recognized in non-capture groups and the 12th is
recognized with a capture group. When executed,
GreenFIE takes the results and stitches all the
children recognized into a single record with their
parents. Lists are often numbered as they are in
Figure 1, and GreenFIE knows about numbering
schemes (e.g. Arabic Numerals, Roman Numerals,
Ordinal Numbers) and replaces the left context,
when it includes the numbering scheme as it does
in Figure 1, with the correct number for each list
item. There are no examples of persons with mul-
tiple spouses in Figure 1. On other pages in The
Ely Ancestry (Vanderpoel 1902), when there are
multiple spouses, they are numbered with ordinal
numbers starting with the “2nd” spouse.

GreenFIE extraction rules are kept in a repos-
itory and executed in advance as a user moves
from page to page. Eventually, the GreenFIE-
generated extraction rules cover all but a very few
exceptional cases. Thus, the extraction work of
a user diminishes over time. The name “Green-
FIE” stands for “Green Form-based Information
Extraction, where “Green” is a designator for tools
that improve themselves with use in real-world
tasks (Nagy 2012).

3.4 GreenQQ: Extraction Rule Learning
by Text Snippet Examples

Users interact with GreenQQ by means of sample
snippets of the OCR’d text (Embley and Nagy
2017). For each lexical object set S of a given on-
tology, users initially give GreenQQ a text-snippet
example that contains a text instance t to be extrac-
ted into S. The text snippet should also contain

some surrounding text tokens that help identify
and classify t as being a member of S. From
the text-snippet example, GreenQQ creates an ex-
traction rule by generalizing and tagging the text
tokens (e.g. identifying them as capitalized words,
allcap words, n-digit numbers, punctuation) and
designating the position within the snippet of the
textual instance to be extracted. It then sweeps
this extraction-rule template across an entire doc-
ument whose text has previously been generalized
and tagged and returns all matching instances for
the specified lexical object set. Once bootstrapped
in this way, GreenQQ is also able to discover and
propose new extraction rules for other instances
that likely should be extracted by the current set
of extraction rules but were not. Presenting these
proposed rules in terms of examples, the user can
accept, reject, or modify these candidate rules.
GreenQQ then executes the expanded rule set
and proposes yet more potential rules. This cycle
continues until the user is satisfied with the results.

As an example, consider applying GreenQQ to
populate the Person ontology in Figure 7 from The
Ely Ancestry, one of whose pages is in Figure 1.
In preparation, GreenQQ tokenizes the full 830-
page book and generalizes and tags each token
according to its token type. Also, in preparation,
a user considers the document and designates a
few keyword tokens that are likely to help classify
text instances, e.g. “b.”, “born”, “d.”, “died”, “m.”
for The Ely Ancestry. The user then gives an
example text snippet for each lexical object set in
the ontology for which information is available
and designates the text instance to be extracted,
e.g. [DeathDate “d. 1859.” “1859”], which
specifies that DeathDate is the target object set
for the extracted text, “1859”, within the text
snippet example, “d. 1859.”. From this example,
GreenQQ generates the extraction template

DeathDate d. NUM4 . [1,1]

where [1,1] designates that the offset of the
token(s) to be extracted within the template
“d. NUM4 .” is 1 (zero start count) and that the
number of tokens to extract is 1. When GreenQQ
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sweeps this template pattern across the page in Fig-
ure 1, it extracts the death dates “1839”, “1859”,
“1840”, “1843”, “1861”, and another “1861”, and
it extracts hundreds more from the full book.

Continuing the example, GreenQQ next gen-
erates and classifies text snippet examples that
it expects should be turned into extraction rules
and presents a few of these for consideration.
It identifies these candidate text snippets as fre-
quent tagged text sequences surrounding user-
given keywords and classified text tokens that do
not include text tokens already labeled with the
classification it is proposing. For example,

DeathDate: , b. 1812, d. 1882, son of

is one classified text snippet GreenQQ might
return for consideration. From previous rules,
GreenQQ has already associated the keyword d.
with the DeathDate class, and the user-chosen
window size of four tokens before and after the d.
does not include a token sequence already labeled
as a DeathDate. If the user now designates “1882”
to be extracted with “d.” and “,” as the left and
right context, GreenQQ generates the extraction
rule

DeathDate d. NUM4 , [1,1]

which when executed extracts “1882” and “1865”
as additional DeathDates in Figure 1, and many
more in the full book.

Figure 12 shows a set of GreenQQ-generated
extraction rule templates that would extract most
of the information of interest from Figure 1. Tem-
plates for Mrs. Lathrop’s death date and place and
her burial date (implied from the funeral date) are
not included. Rule templates for this information
can be created but are likely unique within the full
book. Because Theodore’s birth date was OCR’d
as “i860” it is also not included in the information
that would be extracted by the rule set. GreenQQ
would see this OCR error frequently enough in
the context of “b.” that it might suggest

BirthDate: Theodore Andruss, b. i860. EOL 4 .

for consideration. In this case, the user could
specify that i860 should be extract with b. and .
as its left and right context. If so GreenQQ would
generate

BirthDate b. ALPHANUM . [1,1]

as a rule template.
Following the final rule create-and-execute

cycle, GreenQQ groups the results into records
from which it populates the ontology. GreenQQ
only operates with ontologies that have a single
non-lexical object set to which all lexical object
sets are related, like the Person, Couple, and Fam-
ily ontologies in Figures 7, 8, and 9. To form
records, GreenFIE must group together all lexical
objects related to a single non-lexical object and
in the case when a connecting relationship set is
n-ary (n > 2), as is the quaternary relationship set
in Figure 8, must also properly group the connect-
ing lexical objects. Since non-lexical objects are
instantiated by ontological commitment, there are
lexical objects in the text around which records are
formed (e.g. person names for the ontologies in
Figures 7 and 8 and a parent name for the ontology
in Figure 9).

Depending on how book authors organize their
presentation of information, grouping labeled text
instances into records can be complex (Embley et
al. 1999b). Sometimes record creation is straight-
forward, as it is for the Ely book in which the
author groups all Person-ontology information
immediately after the person’s name. In this
case, GreenQQ can run through its initial output,
which is a lexical-object-set-name-labeled list of
tokens in book-text order, and form record groups
from one Name-labeled object to the next. At
other times, however, records are intertwined. In
Figure 1, for example, the couple Mary Ely and
Gerard Lathrop is inside the text snippet that tells
us that Abigail Huntington Lathrop and Donald
McKenzie constitute a couple. In these cases, and
in general, if we can process each record type in
a separate run over the GreenQQ output, we can
properly group labeled objects into records. In
Figure 12 we have separated the templates into
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Name           NUM5+ . CAP CAP CAP ,      [2,3]
Name           NUM5+ . CAP CAP CAP (      [2,3]
Name           m. NUM4 , CAP CAP ,        [3,2]
Name           NUM1or2 . CAP CAP ,        [2,2]
Name           m. NUM4 , CAP CAP CAP ,    [3,3]
BirthDate      b. NUM4                    [1,1]
DeathDate      d. NUM4                    [1,1]
GenderDes...   dau.                       [0,1]
GenderDes...   son                        [0,1]

(a)

Name           NUM5+ . CAP CAP CAP ,      [2,3]
Name           NUM5+ . CAP CAP CAP (      [2,3]
MarriageDate   m. NUM4                    [1,1]
SpouseName     m. NUM4 , CAP CAP . CAP (  [3,4]
SpouseName     m. NUM4 , CAP CAP ,        [3,2]
SpouseName     m. NUM4 , CAP CAP CAP ,    [3,3]
SpouseName     m. NUM4 , CAP CAP CAP .    [3,3]

Name           of CAP CAP CAP and         [1,3]
Name           of CAP CAP and             [1,2]
Name           of CAP CAP CAP CAP and     [1,4]
SpouseName     and CAP CAP ;              [1,2]

(b)

Parent1        NUM5+ . CAP CAP CAP ,      [2,3]
Parent1        NUM5+ . CAP CAP CAP (      [2,3]
Parent2        m. NUM4 , CAP CAP . CAP (  [3,4]
Parent2        m. NUM4 , CAP CAP ,        [3,2]
Parent2        m. NUM4 , CAP CAP CAP ,    [3,3]
Parent2        m. NUM4 , CAP CAP CAP .    [3,3]
Child          NUM1or2 . CAP CAP ,        [2,2]

Child          NUM5+ . CAP CAP CAP ,      [2,3]
Child          m. NUM4 , CAP CAP . CAP (  [3,4]
Child          m. NUM4 , CAP CAP ,        [3,2]
Child          m. NUM4 , CAP CAP CAP ,    [3,3]
Child          m. NUM4 , CAP CAP CAP .    [3,3]
Parent1        of CAP CAP CAP and         [1,3]
Parent1        of CAP CAP and             [1,2]
Parent1        of CAP CAP CAP CAP and     [1,4]
Parent2        and CAP CAP ;              [1,2]

(c)

Figure 12: GreenQQ Templates for Information of
Interest in Figure 1 for the (a) Person, (b) Couple and
(c) Family Ontologies

record groups and within each group have ordered
the fields according to the Ely author’s presenta-
tion. For the first Family record-template group
in Figure 12(c), for example, GreenQQ would
process its initial output file by finding a Parent1
followed immediately by a Parent2 and then
immediately by a Child followed zero or more
Child-labeled text instances without any inter-
vening other-than-Child-labeled text. GreenQQ
knows to look for more than one Child because of
the 1-many relationship set from Family to Child.
Grouping and ordering templates automatically is
likely to be non-trivial in general and may require
user input.

As with GreenFIE, “Green” is a designator
for tools that improve themselves with use in real-
world tasks (Nagy 2012). The “QQ” in “GreenQQ”
stands for “Quick” and “Quality.” The process of
executing a rule set on an entire book and simultan-
eously proposing new rules for user consideration
to be used in the next iteration is “Quick” enough
to allow for real-time, synergistic user interaction.
As we indicate in Section 8.1.2, if a book has
reasonably well structured patterns, GreenQQ can
“Quickly” generate “Quality” results.

3.5 ListReader: Extraction Rule
Learning by Text Pattern Discovery

Like GreenQQ, ListReader (Packer 2014) pro-
cesses a full book as a unit. It discovers record
patterns in the text and generates extraction rules
for them in a sequence of steps:

1. Abstract Text. ListReader replaces various
sequences of one or more characters by a more
abstract version of the character sequence. The
string “4. Emma Goble, b. 1862.”, for example,
becomes

[Dg].[Sp][UpLo+][Sp][UpLo+],[Sp][Lo].
[Sp][Dg][Dg][Dg][Dg].

Each digit becomes the symbol [Dg], each
word that begins with an uppercase letter be-
comes [UpLo+], punctuation characters remain
as themselves, and so forth.
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[Dg].[Sp][UpLo+][Sp][UpLo+],[Sp][Lo].[Sp][Dg][Dg][Dg][Dg].
------------------------------------------------------------
...
2. Gerard Lathrop, b. 1838.
2. William Gerard, b. 1840.
4. Anna Margaretta, b. 1843.
5. Anna Catherine, b. 1845.
4. Emma Goble, b. 1862.
...

Figure 13: ListReader Discovered Records

2. Align Text. ListReader aligns text by find-
ing identical sequences of abstract symbols.
Figure 13 shows the text strings in Figure 1
that align with the abstract symbol sequence
for Emma Goble. The ellipses at the top and
bottom of the list stand for the hundreds of
additional text strings in the book that also have
the same sequence of abstract symbols.

3. Identify Record Templates. Not all text pat-
terns ListReader discovers make good record
templates. For our application a record pat-
tern must contain either numbers or capitalized
words or both. (Numbers and proper nouns,
which in English are capitalized words, typic-
ally denote items of interest.) A record should
contain at least two of these items of interest.
(A record relates at least two items.) Record
patterns should not contain long sequences of
lower-case words. (Lower-case words in Eng-
lish list records tend to be delimiters, which
are usually limited to just a couple of words.)
Record delimiters such as newline characters,
\n, are good indicators of record beginnings
and endings. (All the text strings in Figure 13
have newline characters immediately preceding
and immediately following each string.)

4. Process Record Templates. To turn record tem-
plates into extraction rules, ListReader must
know how the patterns map to ontological con-
ceptualizations. Following the principles of
active learning (Settles 2012), ListReader se-
lects the record group, which when labeled,
will likely provide the most benefit. Typic-
ally large groups with lengthy strings that have

good record characteristics are best. Because
ListReader also does cross-record labeling for
fields with field identifiers such as b. and d.
for birth- and death-date fields in Figure 1,
it also takes into account how much cross-
record labeling can occur for a chosen record
group. Once ListReader selects a record group
it chooses a prototypical list element, finds the
page it is on, and brings up the page in COMET
on the right and the form for the ListReader
ontology on the left. When a user then fills
in the form record from the highlighted text,
ListReader has the mapping it needs to generate
a regular-expression ontology snippet extrac-
tion rule. For example, if ListReader highlights
4. Emma Goble, b. 1862 in Figure 1 and
displays its ontology (Figure 3) as a form, the
user should use COMET to extract 4 into the
ChildNr field, Emma and Goble in the multiple-
entry GivenName field, and 1862 into the Year
field nested under BirthDate. ListReader can
now label, without having to ask for the user’s
help, every b. field with just a year in every
record template group in the same way.

5. Generate Extraction Rules. Given the informa-
tion obtained by processing record templates,
ListReader can now generate the extraction rule
for the template. For the record template in
Figure 13 ListReader generates

\n(\d{1})\.\s([A-Z][a-z]+)
\s([A-Z][a-z]+),
\sb\.\s(\d{4})\.
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where the first capture group maps to ChildNr,
the second and third map to GivenName, and
the fourth maps to Year under BirthDate. Ob-
serve that [A-Z][a-z]+ exactly mirrors UpLo+,
that the digit-sequence lengths match, that the
punctuation represents itself, and that the end-
of-line record identifier, \n, has been added as
the initial character signifying that these records
always start on a new line.

As the name implies, ListReader discovers lists
of records. It works well for semi-structured text
like the text in Figure 1 and countless other family
history documents, as well as many other types
of semi-structured documents. It should not be
applied to free-running narrative text.

3.6 GreenML/GreenDDA: Machine
Learning of Extraction Rules

We are exploring the applicability of different
approaches involving machine learning (ML) in
recognizing and extracting named entities and fam-
ily relationships from various text types. While
annotators do exist for these data types, their off-
the-shelf (OTS) performance derives from models
trained on other types of annotated texts, partic-
ularly newswire articles. Performance on family
history books suffers, especially for finding rela-
tionships. We believe we can improve on OTS
performance in three ways.

First, GreenML is an ML approach that builds
minimal models during training, based on high-
quality annotations collected for a specific book
via user interaction. The user annotates a page of
a document using COMET as described earlier.
Next, GreenML trains a model based on the results,
which it then uses to annotate the next page. The
user, through inspection and correction (where
necessary) creates clean output, which is then
added to the training set, triggering the creation
of a new model for subsequent annotation. The
cycle continues until the end of the book or until
the user is satisfied that GreenML’s accuracy is
sufficient. The system is “Green” in the sense that
it continuously improves its model as it receives
user-checked and -corrected filled-in record forms
page after page.

A second and related “Green” approach is called
GreenDDA, for “Decision Directed Adaptation”
(Nagy 2017). As with GreenML, a human su-
pervises incremental, page-by-page training of
models until some threshold point. In GreenDDA,
though, the system proceeds from that point to
annotate subsequent pages on its own, taking the
results of each page and adding them (without hu-
man vetting) to the training set for model retraining.
It then repeats this process on the remaining pages,
extracting data from a full book.

Finally, instead of using an OTS ML model we
could train our own model based on the totality
of all COMET-user-verified data. This could
be run without human intervention, or else with
retraining via GreenML or GreenDDA as more
data is collected.

Since most machine learning systems perform
best with clean training data, we deem it advant-
ageous to involve a human somewhere in the
loop to check and correct generated data and to
add missing data. Ideally, we could use active
learning (Settles 2010) to target the most useful,
informative interactions to present to the user for
optimal annotation contribution, retraining mod-
els as needed to take advantage of this type of
prioritization. If COMET is to be used to ensure
that the data extracted from a book is complete and
correct, some combination of green methods and
active learning would behave like GreenFIE—one
that would learn from a user’s work and prepopu-
late subsequent pages with data in an attempt to
reduce the user’s workload.

3.7 OntoSoar: Extraction Rule Creation
by Natural Language Processing and
Cognitive Reasoning

OntoSoar (Lindes 2014; Lindes et al. 2015) ex-
tracts data using NLP techniques to discover and
map extraction results from running text narrat-
ive. Its segmenter divides text into sentences or
subsentential fragments that are then pipelined to
the Link Grammar parser (Sleator and Temperley
1995). Figure 14 shows the parse of the fragment,
“Mary Eliza Warner, b. 1826, dau. of Samuel
Selden Warner and Azubah Tully;” from Figure 1.
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                                                  +---------------------------Xc--------------------------+
                         +-----------MX-----------+      +-----------------Js----------------+            |
     +---------Wf--------+--MX*p--+---Xca--+      |      +--------Js--------+                |            |
     |       +--G-+---G--+   +-Xd-+--IN-+  +--Xd--+--Mp--+    +---G--+---G--+          +--G--+            |
     |       |    |      |   |    |     |  |      |      |    |      |      |          |     |            |
 LEFT-WALL Mary Eliza Warner , born.v 1826 , daughter.n of Samuel Selden Warner and Azubah Tully [;] RIGHT-WALL 
 
 Facts extracted:
   Reporting 7 objects:
     X2: Name(osmx85, "Mary Eliza Warner")
     X1: Daughter(osmx108)
     X1: Person(osmx108)
     X4: Name(osmx130, "Samuel Selden Warner")
     X3: Person(osmx137)
     X6: Name(osmx140, "Azubah Tully")
     X5: Person(osmx143)
     X7: BirthDate(osmx147, "1826")
   Reporting 6 relations:
     Y1(osmx150): Person(osmx108) has Name(osmx85)
     Y2(osmx153): Person(osmx137) has Name(osmx130)
     Y3(osmx156): Person(osmx143) has Name(osmx140)
     Y4(osmx159): Person(osmx108) was born on BirthDate(osmx147)
     Y7(osmx162): Daughter(osmx108) is a daughter of Person(osmx143)
     Y6(osmx165): Daughter(osmx108) is a daughter of Person(osmx137)

Figure 14: OntoSoar Syntax Analysis (top) and Semantic Analysis (bottom)

The Soar cognitive architecture (Laird 2012)
analyzes the parse, extracting salient semantic
objects and relations from the relationships repres-
ented by the parse links. The Soar engine in our
implementation has 240 production rules. These
rules build meaning using ideas inspired by con-
struction grammars, which (1) pair textual forms
with meaning; (2) construct knowledge structures
with inference rules; and (3) map knowledge struc-
tures to ontologies by comparing their common
entities and relationships. The mapping provides
a conduit for populating the ontological conceptu-
alization in Figure 2 with data. Figure 14 shows
the results of semantically analyzing the Mary
Eliza Warner text chunk.

4 Ontology Integration
Given the results of applying our ensemble of
extraction tools (Section 3), our next task is to
integrate the results into a single populated onto-
logy. This requires both schema integration and
data integration. For our genealogy application,
the ontology in Figure 15 is our target for schema
integration. The data that populates the target
ontology should be integrated so that the same
objects and relationships extracted into the source
ontologies are represented only once the target
ontology.

4.1 Schema Integration
General schema integration is known to be a
hard problem—denoted by some as “AI-complete”
or essentially unsolvable (Marie and Gal 2007).
The major bottleneck is automatically discovering
matching schema components (Noy 2004; Rahm
and Bernstein 2001). Schema matching usually re-
quires algorithms to be multifaceted, meaning that
several schema integration techniques are used
together, and machine-learned, because of the
complexity of successfully weighing the evidence
gathered from the multiple facets (Embley et al.
2001; Xu 2003).

Despite these general difficulties, the typical
schema matching needed for an ensemble of ex-
traction engines, each with their own ontologies,
can be much simpler. Matching algorithms for
ontology-based reading systems have the advant-
age of being able to observe the extraction of
the same objects and the same relationships into
the various object and relationship sets in the en-
semble’s collection of ontologies. “Same” here
means that the text being extracted comes from
the same location in the document, and thus with
the assurance that it actually denotes the same
object.

As an example, consider integrating the Family
ontology in Figure 9 into the integrated target
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Figure 15: Integrated Target Extraction Ontology

extraction ontology in Figure 15. Note that except
for Child none of the object set names match in
the two ontologies. However, many of the same
instances (e.g. “Charles Christopher Lathrop” and
“Mary Augusta Andruss” in Figure 1) would be
extracted into Parent1 or Parent2 in Figure 9 and
into Name in Figure 2. Hence, Parent1, Parent2,
and Name should all map to the same lexical
object set in Figure 15, namely the Name object
set. Similarly, Child should also map to the Name
object set. Since Name is ontologically committed
to Person, these mappings also indirectly create
mappings to Person (and in the case of Child in
Figure 9 also to Child).

Schema integration need not be fully automatic,
but we must know how to map the tool extraction
ontologies to the common integrated target extrac-
tion ontology. Schema mappings for the Family
ontology are outlined above. For the Couple onto-
logy SpouseName maps to Name, and indirectly
to Person and Spouse. All other lexical object
sets for our form ontologies (Figures 7, 8, and 9)
map to lexical object sets with the same name.

As the views superimposed on Figure 15 indicate,
these three forms were designed to be complement-
ary and to cover the integrated target extraction
ontology. Except for the Son and Daughter com-
ponents, the ontologies in Figures 2 and 5 map
directly to the integrated extraction ontology in
Figure 15. Sons and daughters are children, and
in mapping them to Child, we also instantiate
GenderDesignators, “Son” and “Daughter” for
them. For the ontology in Figure 3, we note that the
integrated extraction ontology in Figure 15 does
not have a breakdown of names and dates. There-
fore, for each BirthDate and DeathDate object, we
space-concatenate the strings in Day, Month, and
Year as lexical BirthDate and DeathDate objects
in Figure 15. Similarly, we space-concatenate
GivenNames and the Surname. ChildNr is not in
the integrated target extraction ontology, so we
simply ignore it.

4.2 Data Integration
Lexical objects are the same if their text string
is identical and is extracted from the same loca-
tion in the document as determined by page and
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page-offset index values. Non-lexical objects are
instantiated by ontological commitment with lex-
ical objects. Thus, non-lexical objects are the
same when their declared lexical instantiators are
the same. Since the integrated target extraction on-
tology in Figure 15 has Person and specializations
of Person as its only non-lexical object sets, and
since we instantiate Person objects by an ontolo-
gical commitment with Name, we discover duplic-
ate non-lexical objects by determining whether
they have the same name. Thus, the fundamental
data-integration problem we must resolve is to
determine whether two Person names denote the
same object.

We declare names to be the same if and only
if their text strings are substantially the same and
are located at the substantially the same place
in the document. Names that refer to the same
object but are not located at the same place in the
document are resolved later. These resolutions
either require coreference reasoning to determine,
for example, that “Mrs. Lathrop” refers to Mary
Augusta Andruss in Figure 1, or they require object
identity resolution to determine, for example, that
three of the four mentions of the name “Mary Ely”
in Figure 1 refer to Gerard Lathrop’s wife while the
fourth refers to Gerard Lathrop’s granddaughter.

Although seemingly straightforward, determ-
ining “substantially the same” is often nontrivial.
The extraction tools independently extract names;
moreover, extraction rules within a single tool in-
dependently extract names. Often extracted names
are identical, both offset and content, but there is
no guarantee that a name in a document will be
extracted in exactly the same way by all extraction
rules within and across all tools.

Names can be extracted either as simple name
strings or as complex name strings.

• Simple name strings comprise a single sequence
of characters. Discrepancies can arise for sev-
eral reasons: (a) One tool may extract name
titles while another tool does not. In Figure 1,
for example, one tool might extract “Judge
Caleb Halstead Andruss” while another tool
extracts “Caleb Halstead Andruss”. (b) The

tools are not consistent in the way they treat
end-of-line hyphens. Some tools ignore them
and thus would extract “Donald McKen” in Fig-
ure 1; some other tool may take the full name
as given in the OCR text and extract “Donald
McKen-\nzie”; and still some other tool may re-
solve the end-of-line hyphen and give the name
as “Donald McKenzie”. (c) Tools make mis-
takes and may extract “William Gerard Lathrop”
in Figure 1, for example, as “William Gerard
Lathrop, Boonton”.

• Complex name strings comprise two or more
name components that are not necessarily con-
tiguous. Figure 16 shows some examples
of names that do not consist of a single se-
quence of characters in the document: (a)
“Freedom” “Peek” in the combined name “Free-
dom & Julia Peek”; (b) factored names such
as “Ralph E.” “GREENFIELD” and “John
T.” “GREENFIELD”; and (c) names such as
“Benj” “GREENWOOD” and “Mary” “GREEN-
WOOD”, which are both factored and combined.
Besides names, such as these, that are neces-
sarily complex, tools may extract name strings
that could be simple as complex name strings.
Thus, for example, one tool may correctly ex-
tract the name that appears first in Figure 16
either as “GRAHAM, Olive B.” or as “Olive”
“B.” “GRAHAM” or “Olive B.” “GRAHAM”.
A tool may also incorrectly extract the name
in several different ways, including as a par-
tial name, “Olive” “GRAHAM”, or an inferred
name such as “Olive B.” “Peek”.

Determining whether two tool-extracted names
are “substantially the same” is straightforward in
the common case in which both the content and
offset of all ordered name components match—
and is otherwise anything but straightforward.

Heuristically, we determine whether two
location-overlapping names match by first forming
single-string interpretations of the names. These
single-string interpretations include a resolution
of end-of-line hyphens, both those included in the
extracted text and those not included, but only if
they immediately follow any one of the extracted
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Figure 16: Part of a Page from Butler, County, Ohio,
Cemetery Records (Stroup n.d.)

name components in the original document’s text.
Then, by checking both content and offset of each
token of this single-string interpretation of the
name, if one of these interpreted names subsumes
the other, we declare a match. If the subsum-
ing name has a recognized name form (currently,
either a last-name-first form or a standard form
with a sequence of names preceded optionally
with titles and followed optionally with suffixes
such as “Sr.” and “Jr.”), it becomes the interpreted
name for the merged Person object. Otherwise,
the subsumed name becomes the interpreted name,
unless it also fails to have a standard name form,
in which case we take the nonstandard subsuming
name as the interpreted name.

This process iterates over all location-
overlapping names by comparing each name
with the current best name, and eventually forms
an equivalence class of Person objects to be
merged as a single object with a single best inter-
preted name. Examples: (a) The interpreted name
for all extractions of “Donald McKen-\nzie”,
whether they include the hyphen or not, become
“Donald McKenzie”. (b) “Judge Caleb Halstead
Andruss” is chosen to be the interpreted name
over the subsumed “Caleb Halstead Andruss”.
Similarly, “Olive B. GRAHAM” is chosen over
the subsumed “Olive GRAHAM”. (c) The names
“Olive B. GRAHAM” and “Olive B. Peek” do not
match even though they presumably refer to the
same person, and their respective person objects

are not merged. (d) “William Gerard Lathrop,
Boonton” subsumes “William Gerard Lathrop”
but is not a proper name form and is therefore
rejected in favor of the subsumed name “William
Gerard Lathrop”.

Once an equivalence class of Person objects
has been formed, we next look for duplicate re-
lationships connected to this equivalence class.
Checking for duplicate relationships involves de-
termining whether the text objects in correspond-
ing lexical object sets are substantially the same.
We determine “substantially the same” for these
text objects in the same way we determine whether
two names are “substantially the same” except that
instead of checking for acceptable name forms,
we check for acceptable textual forms for dates
and place names. Duplicate relationships are then
discarded and replaced with a single relationship
whose lexical objects are the best among the pos-
sibilities.

5 Ontological Constraints

The OSM conceptual modeling language is groun-
ded in a decidable restriction of first-order logic
(Embley and Zitzelberger 2010). This formal
grounding enables us to specify and check con-
straints.

5.1 Ontology Language Formalization
We formally define OSM-OL (OSM Ontology
Language) as a triple (O, R, C) where O is a
set of object sets, R is a set of relationship sets,
and C is a set of constraints. Each object set in
O is a one-place predicate, and each object-set
predicate has either a lexical or a non-lexical desig-
nation. Instances of lexical object sets are strings
(e.g. DeathDate(Nov. 4, 1898)), and instances of
non-lexical object sets are object identifiers (e.g.
Person(osmx17) and Spouse(osmx17)). Each rela-
tionship set in R is an n-place predicate (n ≥ 2).
We use a form of infix notation to specify instance
relationships (e.g. Person(osmx17) died on Death-
Date(Nov. 4, 1898)). C is a set of constraints:
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• Referential: object instances referenced in re-
lationship instances must exist in referenced
object sets, e.g.

Person(osmx17) died on
DeathDate(Nov. 4, 1898) ⇒

Person(osmx17)
∧ DeathDate(Nov. 4, 1898)

• Participation: instances in an object set S must
participate in relationships in a relationship
set R connected to S according to declared
participation constraints, e.g.

∀x(Child(x) ⇒
∃2y(Child(x) is a child of Person(y)))

specifies that every child has exactly two parents
(hence the superscript 2).

• Generalization/specialization: instances in a
specialization S of a generalization G must exist
in G, e.g. ∀x(Spouse(x) ⇒ Person(x)).

• General: any predicate-calculus-specified con-
straint, e.g.

∀x∀y∀z(
Person(x) was born on BirthDate(y)
∧ Person(x) died on DeathDate(z)

) ⇒ y ≤ z

specifies that a person’s death date must not
precede the person’s birth date.

Note that all but general constraints can be spe-
cified in OSM’s graphical notation. Nevertheless,
all constraints are just predicate calculus state-
ments. Note also that the graphical black-triangle
aggregation symbol has no associated constraint
because aggregation is merely a visual grouping of
relationship sets devoid of other formal meaning.

The constraints mentioned so far are all crisp,
yielding only a strict “yes” or “no” to determine
violations. We call these constraints hard. Onto-
logies that seek to model reality, however, should
also provide for soft constraints. By introducing

probability distributions, we can allow constraints
to return the probability that an assertion holds,
and thus have soft as well as hard constraints.
For participation constraints, instead of a crisp
min:max designation, we can return the probabil-
ity of the actual cardinality as asserted. Thus, for
example, based on the probability distribution, we
can determine how reasonable it is that a mother
has 2 children (or 17 or 209). With extended
general constraints, we can check the sensibility
of many assertions such as whether the age of a
mother is reasonable for having a child or whether
the age difference between spouses is common for
the time and place of their marriage.

Referential-integrity constraints and is-a con-
straints in generalization/specialization hierarch-
ies should not be extended to allow for uncertainty.
The model itself would not make sense if objects
referenced in relationships do not exist or if objects
in specializations are not also in their generaliza-
tions (e.g. if an individual is a Child or a Spouse
but not also a Person).

5.2 Constraint Checking
Given an ontological model of our world of in-
terest, we can check extracted assertions against
this model to see if they make sense. Unlike stand-
ard databases, which only allow updates if no con-
straints are violated, we allow our extraction tools
to populate an ontology independent of whether
they violate hard constraints or whether they are
unreasonable with respect to soft constraints. We
then determine whether the extracted assertions
make sense with respect to the constraints of the
ontological world of interest (Woodfield et al.
2016).

Figure 17 shows a soft constraint written in
the OSM-OL ontology language of the integrated
target extraction ontology in Figure 15. It re-
turns the probability of a child having been born
to a mother at a particular age. The first three
antecedent statements are predicates that come
directly from the ontology in Figure 15. The
fourth implicitly adds an object set Gender and a
relationship set Person has Gender to the ontology.
We populate the implicit object and relationship
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set with instances determined from information at
hand: (1) If Person(x) has a GenderDesignator,
we immediately know the Gender. (2) If not, but
the Person is married and the spouse’s gender
is known, the person’s Gender is known. (3) If
still unknown, the first given name maps to the
probability of the person being male or female in
a large frequency table created by running over
the billion or so name/gender pairs in Family Tree
(FamilySearch n.d.). If the probability is above
a specified threshold (currently set at 0.95), we
can confidently set the gender. (4) Finally, if still
unknown, we leave the gender unknown. The fifth
antecedent statement makes use of the data-frame
declared internal representation and operators for
dates. The final antecedent statement references
a probability distribution, which we are able to
compute over the many millions of mother-child
relationships in Family Tree. The consequent
statement yields a relationship for an implicit qua-
ternary relationship set that connects the object
sets Person and Child, which are already in the on-
tology, and Age and Probability, which implicitly
belong to the ontology.

Child(c) is a child of Person(m)
∧ Person(c) was born on BirthDate(d1)
∧ Person(m) was born on BirthDate(d2)
∧ Person(m) has Gender(Female)
∧ Age(a) = Age(YearOf (d2) − YearOf (d1))
∧ mother’s Age(a) at child’s birth has Probability(p)
⇒

Person(m)’s Age(a)
at Child(c)’s birth has Probability(p)

Figure 17: Probability of a Mother’s Age at Her Child’s
Birth being Reasonable

5.3 Constraint Violation Resolution
The process of detecting and correcting or remov-
ing inaccurate information in a data repository is
known as data cleaning (Müller and Freytag 2003;
Rahm and Do 2000). For our reading system,
data cleaning consists of observing constraint vi-
olations and resolving them. Given the results
of constraint checking, the reading system can

sometimes correct itself. Most often, however,
constraint violation resolution requires human
intervention.

Figure 18 shows the interface a human uses
to resolve constraint violations. Hovering over a
record highlights its fields and the information in
the text document filled into the various record
fields. It also marks fields identified as possibly
being in error with a red, yellow, or green warning
icon, depending on the severity of the constraint
violation—red when something is definitely wrong
such as a death date preceding a birth date, yellow
when something is likely wrong, and green when
something is likely right but should be double-
checked, such as when an OCR error (e.g. “i860”)
has been automatically corrected. Often, the
highlighting is sufficient to indicate the error. In
Figure 18 a user can easily see that Mary and
Gerard are not children of Joel and Mary Gloyd
and should click on the corresponding red-x button
to remove the highlighted record.

If a user clicks on a warning icon, an explanation
box pops up. In Figure 18, the user has clicked on
the warning icon in the field filled in with “Mary
Ely”. Three messages apply: (1) Mary Ely has
too many parents, (2) Mary was born 14 years
before her presumed parents Mary Eliza Warner
and Joel M. Gloyd were married, and (3) Mary
Ely’s presumed mother Mary Eliza Warner would
have been only 10 years old when Mary Ely was
born.

All our soft general constraints are implication
statements. When implication statements are vi-
olated, one or more of the antecedent statements
must be incorrect. The suspect antecedent state-
ments are those corresponding to assertions stored
in the ontology. Explanations, such as those in
Figure 18, list these statements as possibly being
the cause of a constraint violation. Note that we
can generate these human-readable explanation
statements from the rule itself by replacing refer-
ences to non-lexical objects by their ontologically
committed lexical counterparts (person names in
our application) and by replacing references to
lexical objects by placing the lexical values in
parentheses following the object set name. In
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Figure 18: Error Warning Indicators and Explanations

Figure 18, the asserted antecedent statement de-
claring that Mary Ely is a child of Mary Eliza
Warner is wrong.

Automatic retraction of assertions is sometimes
possible. When an implication rule has only
one antecedent statement corresponding to an as-
sertion stored in the ontology, the assertion can
safely be retracted. Although not quite as safe,
a single antecedent assertion in the intersection
of multiple rule violations is almost certain to be
wrong and can be retracted. In Figure 18, for
example, the antecedent assertion Person(Mary
Ely) is a child of Person(Mary Eliza Warner) is
in both the born-much-earlier-than-marriage vi-
olation and the mother-too-young-to-give-birth
violation and should be retracted. Sometimes,
we can heuristically determine which assertion(s)
should be retracted. We have observed, for ex-
ample, that when a child has too many parents and
all the parents precede the child in the document
flow, the closest couple or single parent is correct,
and parent-child assertions for all other parents
can be retracted. In the document in Figure 18 the
four mentioned parents all precede Mary Ely, and
her correct parents, Donald and Abigail McKen-
zie, are closer to Mary than her incorrect parents,
Joel and Mary Gloyd.

When a human is in the loop to check and cor-
rect extracted assertions, the system automatically
retracts identifiably incorrect assertions before
presenting results for an initial check-and-correct

session. Warning icons are also initially omitted,
which lets users do unbiased checking and correct-
ing and avoids overwhelming them with largely
obvious and often extraneous statements about
what might be wrong. However, if constraint viol-
ations remain after the initial human check-and-
correct session, no retraction takes place, icons
are added as a warning that something has likely
been overlooked, and the document is returned to
the user for further checking.

6 Ontological Inference
Authors of factual documents often convey inform-
ation by implication and expect readers to infer
these facts by what is explicitly stated. In Fig-
ure 1, for example, there are several implications
of interest about person names. Maria Jennings’
maiden name is Maria Jennings Lathrop, the sur-
name being added by implication based on cultural
norms. Abigail Huntington Lathrop would have
been known in her married life as Abigail McKen-
zie since she is female (not stated, but determined
by implication) and was married to Donald McK-
enzie. The author does not explicitly sort out
the identity of the persons named “Mary Ely” in
Figure 1, but leaves it to the reader to determine
that there is one person named Mary Ely who is
married to Donald Lathrop and another who is her
granddaughter.

Reading systems, like human readers, need
to be able to “read between the lines” and infer
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implied information (Embley et al. 2016). Reading
systems should be able to infer new objects and
relationships, placing them in potentially new
ontological object and relationship sets. They
should also be able to resolve object identity and
determine which non-lexical object identifiers
denote the same object.

6.1 Infer New Objects and Relationships
Because OSM extraction ontologies are formally
grounded in first-order logic, it is natural to in-
fer new objects and relationships as Datalog-like
queries (Datalog User Manual 2004; Gallaire and
Minker 1978). Although we have used Datalog
directly to derive information (Embley et al. 2016;
Park 2015), we currently program the equivalent
of Datalog queries to infer the specific implied
information we seek.

Figure 19 shows our target extraction onto-
logy extended with four new object sets: In-
ferredGender, InferredBirthName, InferredMar-
riedName, and InferredFormalName, which is an
aggregate of one or more GivenNames and Sur-
names, and zero or more Titles and Suffixes. The
reading system populates these new object sets
and their connected relationship sets by inference.

In our application we first infer inverses of
persons and their spouses. If Person(x) mar-
ried Spouse(y) on MarriageDate(z) at Marriage-
Place(w), then Person(y) married Spouse(x) on
MarriageDate(z) at MarriagePlace(w). No new
object or relationship sets are created but new
facts not directly stated are added. From Figure 1
the extraction engines would have read that Mary
Eliza Warner married Joel M. Gloyd, which im-
plies also that Joel M. Gloyd married Mary Eliza
Warner.

Next we obtain InferredGender as explained
earlier. Extracted GenderDesignators are con-
verted into their appropriate gender values. For
persons without GenderDesignators, the system
infers gender by first given names when the cer-
tainty is sufficiently high, relying also on spouse
gender for married persons. Knowing the gender
is particularly important for inferring names.

Before populating inferred name object sets,
we first standardize all names. At this point in
our processing pipeline, we have both the ori-
ginal text (as extracted) and the interpreted text
(a single string of space-separated components
in which components with end-of-line hyphens
have been closed up). Standardized text is a third
representation of all lexical objects. For names,
we standardize each name component with upper-
and lower-case letters and order the components
respectively by titles (if any), given names, sur-
name, and suffixes (if any). Thus, for example, the
name “ALBRIGHT, ESTHER R.” in Figure 20
becomes “Esther R. Albright” in its standardized
form.

With names in standard form, we can determine
the surname of fathers and husbands and, using
familial relationships, reason about birth names
and married names. From the information in
Figure 20, for example, we can determine that
“Esther R. Albright” is a married name since she
is female and married to Winfield S. Albright.
We can also determine that Esther’s maiden name
is Esther R. Morris since her father is Thomas
Benton Morris. An InferredFormalName is a
person’s birth name with titles and suffixes (if
any) attached and with the surname extended
with additional married surnames (if any). Thus,
Esther’s InferredFormalName is “Esther R. Morris
Albright” where both “Morris” and “Albright” are
surnames.

6.2 Infer Object Identity
One way to infer object identity is by coreference
resolution. Often several linguistic expressions
(e.g. noun phrases, proper nouns and pronouns)
in a text may refer to the same entity under discus-
sion. In Figure 1, the expression “Mrs. Lathrop”
corefers to the person previously mentioned as
“Mary Augusta Andruss.” Finding and resolving
instances of coreference is a difficult NLP problem.
A wide range of knowledge sources, usually in
combination, serve in systems that process text and
posit coreference: morpholexical features such as
person and number agreement; syntactic configur-
ational relationships like apposition and pronoun
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Figure 19: Ontology with Inferred Object and Relationship Sets

Figure 20: Esther Albright Funeral Home Record (Miller Funeral Home Records, 1917 – 1950, Greenville, Ohio
1990)
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binding; semantic properties like scope, modals
and negation; pragmatic properties like animacy
and gender; text-related properties like register
and stylistics; and memory-related functions like
recency, distance, and repetition. Rule-based im-
plementations have existed for some time now
(e.g. (Grosz et al. 1995)), but more current work
also focuses on statistical, machine learning (Reca-
sens and Hovy 2009), and deep learning solutions
(Clark and Manning 2016).

Another way to infer object identity is by match-
ing object properties and relationships with other
objects (Benjelloun et al. 2009; Bhattacharya and
Getoor 2007; Elmagarmid et al. 2007). In Fig-
ure 1, for example, our reading system will have
extracted four different persons with the name
“Mary Ely” and will have also extracted several re-
lated items of information for each of them. Three
of the Mary Ely’s have a spouse named Gerard
Lathrop, albeit each with a different child: Abigail
Huntington Lathrop, William Gerard Lathrop, and
Charles Christopher Lathrop. The fourth Mary
Ely has a birth year, 1836, a death year, 1859, a
father, Donald McKenzie, and a mother, Abigail
Huntington Lathrop (who by earlier data integra-
tion is known to be the same person as the first
Mary Ely’s daughter). This information is suffi-
cient for Duke (Duke: Fast Deduplication Engine
n.d.), an off-the-shelf entity-resolution engine, to
conclude that the three Mary Ely’s married to a
Gerard Lathrop are all the same person and are
not the same person as the Mary Ely who is the
daughter of Abigail Huntington Lathrop.

In our application, we have yet one more way we
can resolve object identity. Sometimes the persons
for whom we are extracting information are already
in Family Tree. In this case we can find potential
matches in the tree, gather related information
from both Family Tree and the document being
read, and present it for consideration for resolving
object identity. Figure 21 shows an example in
a D-Dupe-like view (Kang et al. 2008) of the
information regarding Mary Ely. In the Person
object set on the left are the four Mary Ely’s
under consideration for merging along with their
attribute values (if any). In the Person object set on

the right are two possible matches in Family Tree.
One-hop relationships for all these persons are are
also found and displayed. When related persons
are also found to be possible duplicates, they
are grouped together. Those that have matches
between the document being read and Family Tree
appear in the middle. The evidence in Figure 21
is even more persuasive for the merge of the
first three Mary Ely’s than the evidence in the
document alone. Moreover, the evidence also
argues for a merge within Family Tree of Mary
Ely (KFRL-WXZ) and Mary Eli (MGV1-9BJ).

7 Ontology Construction

Reading to construct ontologies is perhaps the
most complex aspect of automated reading systems
(Cimiano 2006; Cimiano et al. 2006; Wong et
al. 2012). Nevertheless, for some special cases,
we can augment or integrate ontologies in our
collection, and with some restrictive types of
input documents, we can sometimes construct
ontologies from the text itself.

7.1 Connect and Augment Existing
Conceptualizations

Named entity recognition (NER) systems, for ex-
ample the Stanford CoreNLP machine learning
annotator (Finkel et al. 2005), identify references
to entities in text. They flag and categorize proper
noun expressions as referring to such objects as
persons, locations, organizations, and time expres-
sions (Nadeau and Sekine 2007). Using the prin-
ciple of ontological commitment, tagged entities
from NER output can populate an ontology snip-
pet consisting of a non-lexical object set named
by the entity type connected to a lexical object set
giving the entity’s designating name. Figure 22(a)
shows an example for Location.

Running over the text in Figure 1, a Location
entity recognizer would populate the ontology
in Figure 22(a) with entities for “West Indies”,
“Boonton N. J.”, “N. Y. City”, “Newark, N. J.”,
“New Jersey”, and “Elizabethtown”. Now, notice
that an NLP system would be able to discover
that the first three of these locations are related
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Sarah Apame Mills (KVGQ-391)
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Father

Donald McKenzie (osmx179)

Figure 21: Duplicate Detection and Resolution

Location LocationName

Location LocationName

Person PersonName

(a)

(b)

Figure 22: Location Ontology

respectively to Donald McKenzie, William Gerard
Lathrop, and Charles Christopher Lathrop. Hence,
we can create and populate a relationship set con-
necting Location in Figure 22(a) and Person, the
primary object set in the ontologies we have been
discussing. Not knowing what the relationship is,
we set the constraints to be as loose as possible:
many-many and optional on both connections.
Figure 22(b) shows the result.

Similarly, we can connect the Organization on-
tology snippet in Figure 23(a) with the Person
object set based on the sentences linking Emma
Goble to organizations in the paragraph about
her in Figure 1. We may even be able to do bet-
ter: (1) we may already have a more extensive
Organization ontology with object sets Member,
MemberName, and Officer as a specialization of
Member and instantiated by identifying the Mem-
ber and Office in the Organization; or (2) perhaps
by a more complex NLP analysis of the sentences
in the paragraph about Emma Goble, we could
construct such an ontology. Then, after populating
both our Person ontology and the Organization on-

tology and by coreference resolution discovering
that all the references to Emma Goble refer to the
same person, we can integrate the two ontologies
as Figure 23(b) shows.

Organization OrganizationName

Organization OrganizationName

Person

Member

Officer

PersonName

Office

(a)

(b)

Figure 23: Organization Ontology

7.2 Read Semi-structured Text to Create
Conceptualizations

TANGO (Table ANalysis for Generating Onto-
logies) is a methodology we have proposed as
a means of automatically deriving an ontology
from a correlated collection of standard tables
(Tijerino et al. 2005). In essence, the idea is
to find a correlated collection of ordinary tables,
reverse-engineer them into conceptual models, and
integrate them into a single conceptual model—an
ontology that represents their union. The tables
in a relational database, which are by definition
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correlated and furthermore have often been cre-
ated from a conceptual model, are particularly
amenable to TANGO processing.

As an example, we illustrate how we can use
the TANGO methodology to derive an ontology
starting from a document, which we assume is
semi-structured like the document in Figure 1. As
Figure 13 shows, ListReader (Packer 2014) can
find text patterns in semi-structured text that have
record-like structure. When using ListReader for
information extraction, a user maps a selected text
record to a given form to establish the connection
between the components of the text record and the
fields of a form, which thus also establishes the
mapping of a text record to an ontology. When
reading to create an ontology, however, there is no
form and no ontology. In this case, a user can turn
a ListReader-discovered list of text records into a
relational table by associating user-chosen attrib-
ute names with ListReader-generated abstract text
components. In Figure 13, for example, a user can
associate Name with [UpLo+][Sp][UpLo+] and
BirthDate with [Dg][Dg][Dg][Dg]. Stripping
away the text in the records that does not associ-
ate with any of the attributes yields a relational
database table. To name the objects the table
represents, the user provides a name for the table—
Person for our example. Figure 24(a) shows the
result for Figure 13.

Reverse engineering the relational table in Fig-
ure 24(a) yields the snippet of the ontology in
Figure 7 consisting of just the object sets Per-
son, Name, and BirthDate. Other ListReader-
discovered text record patterns in Figure 1 and
elsewhere in The Ely Ancestry would lead to the re-
lational tables Person(Name, GenderDesignator)
and Person(Name, DeathDate). These relational
tables along with other Person-property tables that
include christenings, burials, and place informa-
tion for births and deaths integrate trivially and
can be reverse-engineered into the ontology in
Figure 7. Obtaining the finer properties of the on-
tologies such as participation constraints can only
be done heuristically. In practice, a knowledge-
able user should check and, as necessary, adjust
these finer properties of generated ontologies.

Although beyond the capabilities of List-
Reader’s current implementation, an extension of
ListReader’s pattern discovery mechanism could
potentially generate nested database relations like
those in Figures 24(b) and 24(c). (Currently hand-
written or GreenFIE-generated regular-expression
rules can extract relations with these nested pat-
terns.) Reverse engineering the nested relations
in Figures 24(b) and 24(c) respectively yields the
ontologies in Figure 8 and Figure 9. Integrating
these ontologies and the ontology in Figure 7
yields the ontology in Figure 15.

7.3 Construct Conceptualizations from
Text Specifications

Generating a natural language description of an
OSM ontology is straightforward. We simply
write down each relationship-set name and each
generalization/specialization is-a connection in
some arbitrary order. Figure 25(a) shows a
sampling of sentences describing the ontology
in Figure 2. Other researchers have also studied
verbalization techniques for conceptual models
with the goal of making it easier, for example,
to validate models with domain experts. There
are interesting challenges in creating high-quality
verbalizations, but the approaches are generally
relatively straightforward (Curland and Halpin
2012; Halpin 2004; Halpin and Curland 2006).
Reversing the process, however, to generate an
ontology from ordinary prose is non-trivial.

Although not quite ordinary natural language
prose, we have developed a model-equivalent
specification language for OSM conceptual mod-
els (Embley 1998; Liddle et al. 1995). Model-
equivalent languages provide a way to specify
ontologies using natural-language-like statements,
but are written according to a restricted context-
sensitive grammar. Figure 25(b) gives an example.
Object set names are nouns and are capitalized.
Verb phrases, which are written in lower-case
words, connect nouns to form sentences. Sen-
tences define relationship sets. Constraints appear
in square brackets. Participation constraints for
object-set/relationship-set connections appear in
sentences in square brackets as Figure 25 shows.
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Person(Name,           BirthDate)
       -------------------------
       ...
       Gerard Lathrop  1838
       William Gerard  1840
       Anna Margaretta 1843
       Anna Catherine  1845
       Emma Goble      1862
       ...

(a) Relational Table Obtained from the ListReader-Captured Data in Figure 13

Couple(Person,               (SpouseName,                 MarriageDate,  MarriagePlace))
       -------------------------------------------------------------------------------
       Thomas Patterson       Jane Clark
       Ben Ezra Stiles Ely    Elizabeth Eudora McElroy    1848
                              Abbie Amelia Moore          1873
       Harriet Clarissima Ely Beale Steenberger Blackford
       Zebulon DeForest Ely   Clara Vanola Major          1874
                              Mamie Anna Souder           1878

(b) Nested Relational Table of Couple Information from Page 421 of The Ely Ancestry

Family(Parent1,                   Parent2,                   (Child                     ))
       ---------------------------------------------------------------------------------
       Samuel Selden Warner       Azubah Tully                Mary Eliza Warner
       Mary Ely                   Gerard Lathrop              Abigail Huntington Lathrop
       Abigail Huntington Lathrop Donald McKenzie             Mary Ely
                                                              GerardLathrop
       Mary Ely                   Gerard Lathrop              William Gerard Lathrop
       William Gerard Lathrop     Charlotte Brackett Jennings Maria Jennings
                                                              William Gerard
                                                              Donald McKenzie
                                                              Anna Margaretta
                                                              Anna Catherine
        Nathan Tilestone Jennings Maria Miller                Charlotte Bracket Jennings
        ...

(c) Nested Relational Table of Family Information from Figure 1

Figure 24: Relational Database Tables Created from Text Patterns Found on Page 419 and 421 of The Ely Ancestry
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Person has Name.
Person was born on BirthDate.
Person was born at BirthPlace.
Child is-a Person.
Child is a child of Person.
Spouse is-a Person.
Person married Spouse on MarriageDate at MarriagePlace.
...

(a) Natural Language Rendition of the Ontology in Figure 2 (partial).

Person[1] has Name[1:*].
Person[1] was born on BirthDate[1:*].
Person[1] was born at BirthPlace[1:*].
Child is-a Person.
Child[2] is a child of Person[0:*].
Spouse is-a Person.
Person[0:*] married Spouse[1:*] on MarriageDate[1:*] at MarriagePlace[1:*].
...

(b) Textual Specification of the Ontology in Figure 2 (partial).

Figure 25: Ontologies Rendered and Specified in Natural Language

Generalization/specialization hierarchies are writ-
ten as “is-a” sentences with the specialization as
the subject and the generalization as the object in
the sentence.

Many researchers have studied the challenge of
moving from textual descriptions to corresponding
conceptual models or ontologies. For example,
Chen studied a number of the foundational is-
sues associated with moving from English natural
language specifications to ER diagrams (Chen
1983). Cimiano et al. have proposed numerous
techniques for constructing ontologies from text
(Buitelaar et al. 2008; Cimiano 2006; Cimiano
and Völker 2005; Cimiano et al. 2006). Notably,
Heinrich Mayr and his colleagues have pursued a
long line of research into how to better correlate
natural language statements of requirements spe-
cifications to conceptual models that can support
information systems development (Fliedl et al.
2003, 2005, 2007, 2004; Kop et al. 2004; Mayr
and Kop 1998). KCPM, the Klagenfurt Concep-
tual Pre-design Model, supports a “conceptual
pre-design” step in the software development life-
cycle in order to bridge the historical “impedance

mismatch” between requirements analysis and
conceptual design. Mayr and colleagues provide
semi-automatic techniques for mapping from nat-
ural language requirements specifications to pre-
design schemas, and from pre-design schemas to
conceptual schemas and domain ontologies.

We anticipate that researchers will continue to
work on this interesting and complex challenge
for decades to come.

8 Project Status

In the domain of family history and in cooperation
with FamilySearch International (FamilySearch
n.d.), we have implemented a genealogical doc-
ument reading system. We give here the im-
plementation status of this system including the
status of the extraction tools and of the pipeline
that integrates the information received from the
extraction engines, checks it with respect to on-
tological constraints, standardizes it, infers new
additional information not directly extractable
from the document, and generates artifacts ready
for import into Family Tree. We also discuss our
initial experience with importing the information
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obtained by the reading system into Family Tree.
Figure 26 shows the management interface to our
project, from which an administrator can control
the reading system. The menu on the left allows
the administrator to import a new book to be read,
configure and test extraction tools, and manage
the process of reading the book and generating
GedcomX files (Gedcom X n.d.) for import into
Family Tree.

Besides our near-term objectives within Family-
Search, we also envision applying our reading
system to construct, populate, and query a Web of
Knowledge (WoK) for any domain of interest and
thus also for a collection of overlapping and non-
overlapping domains of interest. We report briefly
on the status of this effort and particularly on the
use of reading systems to “understand” queries
and map them to formal queries over a WoK.

8.1 Extraction Tools
Figure 27 shows the extraction tools within the
scope of our project categorized by methodology
type and ordered by the amount of human effort
required to configure the tools to read a document.
Wanting to cover the space of document types from
those that are highly structured (e.g. the document
in Figure 28) to those with free-running unstruc-
tured text (e.g. Figure 29) to everything in between
(e.g. Figure 1) prompted us to develop tools in a
variety of methodology paradigms. Within these
paradigms our research efforts are directed toward
reducing human involvement—generating expert
system rules from examples and discovered text
patterns, learning how to map parsed sentences to
ontologies, and reducing the amount of training
data needed for machine learning.

In Figure 27, tools in red (FROntIER, OntoES,
GreenFIE, ListReader, OntoSoar) have been de-
veloped and evaluated as academic prototypes.
Below, we give evaluation results of these tools
and assess their strengths and weaknesses. Tools
in green (GreenQQ, GreenML, GreenDDA, Onto-
Soar2) are academic prototypes in development.
Below, we briefly mention our expectations for
these tools. In violet are language machine learn-
ing paradigms. We may consider adopting or

adapting some of the tools developed in these
areas for our reading system. We have yet to
do a tech-transfer of any of these tools to our
administrative management system (Figure 26).

8.1.1 Completed Academic Work
FROntIER

Nearly 20 years ago we began building ontology-
based extraction systems (Embley et al. 1999a,
1998a,b). These systems extracted named entities
from small record-like write-ups like car ads and
obituaries. The extracted entities from these write-
ups were assumed to all be related to the primary
object, e.g. the car being advertised for car ads and
the deceased person for obituaries. As explained
in Sections 3.1 and 2.2, FROntIER extends this
work to extract and populate relationships and
ontology snippets (Park 2015).

In an evaluation of FROntIER extraction, we
developed entity and relationship extraction rules
sufficient to correctly extract the information from
The Ely Ancestry Page 419 in Figure 1 with respect
to the ontology in Figure 2. We then applied the
extraction ontology to Page 479 and obtained the
results in Table 1.

Table 1: FROntIER Results

Prec. Rec. F-score
Name 1.00 1.00 1.00
BirthDate 1.00 0.96 0.98
DeathDate 1.00 1.00 1.00
MarriageDate 1.00 1.00 1.00
born on 0.92 0.82 0.87
died on 0.75 0.75 0.75
son of 1.00 0.83 0.91
daughter of 0.67 0.33 0.44
child of 0.79 0.59 0.68
married 1.00 0.50 0.67

FROntIER’s strengths are its rich facilities for
expressing extraction rules for semi-structured
text and for repetitive phrases in free-running
text. Its weaknesses are that extraction rules
must be hand-coded by experts at developing
complex regular expressions and that no help is
available for identifying patterns for which rules
are needed (typically many dozen for a book like
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Figure 26: Management System Interface
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Figure 28: Page 29 of the Kilbarchan Parish Record
(Grant 1912)

The Ely Ancestry). Painstakingly finding all the
patterns, or at least sufficient to make the rule-set
worthwhile, and developing a non-conflicting and
reasonably minimal set of rules can be tedious and
time-consuming.

OntoES
As explained in Section 3.2, OntoES adopts

FROntIER’s ontology-snippet extraction capabil-
ity and extends it for complex annotations. Further,
for our genealogy application, OntoES specific-
ally targets its extraction to the three ontologies
in Figures 7, 8, and 9, and will be supported by
the extraction rule creation and testing interface
illustrated in Figure 10.

In an evaluation of OntoES, we created 25

Figure 29: Page 84 of the History of the Harwood
Families (Harwood 1911)

ontology-snippet extraction rules—7 for the Per-
son ontology, 4 for Couple, and 14 for Family—
which together were sufficient to capture all the
information of interest from the Kilbarchan page
in Figure 28 and also the previous and subsequent
page. Then, in a fully automatic extraction run
over the 143 pages of The Kilbarchan Parish
Record, these 25 rules extracted information for
8,539 individuals. Based on a check of several
randomly chosen pages, the automatic extraction’s
F-score was judged to be near 95%.

Strengths of OntoES include its form-filling
paradigm and its support for ontology-snippet
extraction rule creation. Its weakness, like FROn-
tIER’s, is its requirement for hand-coded extrac-
tion rules. However, an interface like the one in
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Figure 10 nicely supports rule creation and testing,
and goes a long way to mitigate the problems
associated with hand-coding extraction rules.

GreenFIE
As explained in Section 3.3, GreenFIE syner-

gistically works with users who are filling in forms.
Once a record’s fields are filled in, GreenFIE can
generate a regular-expression extraction rule that
would extract the same information, generalize the
rule, execute it, and populate subsequent records.

Table 2 gives the results of an experiment we
conducted. For both The Ely Ancestry and The Kil-
barchan Parish Record we selected a sequence of
three pages and filled in records until we achieved
100% recall. GreenFIE generated an extraction
rule for every record filled in by the user and ex-
ecuted it to fill in subsequent records for the user
to check and in some cases complete if GreenFIE
filled in only part of the record. Although incor-
rectly filled-in records could have been deleted, for
the experiment none were deleted so that we could
measure the precision of the GreenFIE-generated
extraction rules.

The rate of task completion is the total number
of records correctly extracted divided by the total
number of user actions (new records filled-in
and partially filled-in records completed). The
maximum rate, for example, is 19.60, which tells
us that filling in just five records is sufficient to
extract all the information in the 98 records for the
Person form on the three Kilbarchan pages. Table 2
also gives the total number of records extracted,
333, and the total number of user actions, 121.
We estimated the number of data values extracted
in these 333 records to be about 1,000 so that
approximately 8.2 data values were obtained for
each user-extracted or user-edited record.

As strengths, we note that GreenFIE users never
need to write, or even edit, extraction rules. We
also note that GreenFIE’s rules are highly precise
(0.99 for the overall precision in Table 2), which
when coupled with COMET’s highlighting of ex-
tracted text for records greatly facilitates check and
correct. Considering weaknesses, we were disap-
pointed with the overall rate of task completion.

Although quite precise, GreenFIE’s heuristic gen-
eralization of regular-expression rules will likely
never rival a human expert. Human experts may,
however, benefit from having GreenFIE generate
regular expressions for them to adjust rather than
having to write rules manually.

ListReader
As explained in Section 3.5, ListReader discov-

ers record patterns in text and generates extraction
rules to recognize these records. To extract the
information from recognized records, a human
provides labels for the component parts of the
recognized text to map each part to an ontology.

Table 3 shows the results of an experiment
we conducted. We developed ListReader using
The Ely Ancestry and tested it on a similar book,
Shaver-Dougherty (Shaffer 1997), and on The Kil-
barchan Parish Record. For the ground truth, we
labeled a few dozen pages in these books. The
Shaver-Dougherty results in Table 3 were essen-
tially obtained after labeling about 25 patterns,
and the Kilbarchan after only about a half dozen—
“essentially” because both books have a long tail
of less frequent patterns, many of which were
labeled.

As strengths, ListReader processes an entire
book at once, discovering patterns without hu-
man intervention, and it efficiently assists users
with the labeling task by ordering the patterns by
greatest impact first and by cross-labeling, which
sometimes obviates the need to label a pattern at
all. ListReader’s weaknesses include its inability
to recognize large patterns such as parents-with-
child lists and its apparent low recall as seen in
the experimental results.

OntoSoar
As explained in Section 3.7 OntoSoar parses

text and then applies a cognitive reasoner to map
the resulting parse to an ontology (Lindes et al.
2015). The results of running OntoSoar over a
text snippet from Figure 1 are in Table 4 and
over a text snippet from Figure 29 are in Table 5.
Recall errors are mostly due to information ex-
pressed in linguistic patterns—especially for list-
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Table 2: GreenFIE Results

User Correct Correct per
Action (=Total) User Action Incorrect Precision Recall F-score

Ely 86 157 1.83 2 0.99 1.00 0.99
Person 28 76 2.71 2 0.97 1.00 0.99
Couple 26 43 1.65 0 1.00 1.00 1.00
Family 32 38 1.19 0 1.00 1.00 1.00

Kilbarchan 35 176 5.03 3 0.98 1.00 0.99
Person 5 98 19.60 0 1.00 1.00 1.00
Couple 15 30 2.00 2 0.94 1.00 0.97
Family 15 48 3.20 1 0.98 1.00 0.99

Overall 121 333 2.75 5 0.99 1.00 0.99

ing children—that have not yet been encoded into
the system.

As strengths, OntoSoar works on free running
text, and it can process semi-structured text as
well. The LG-parser it uses does not depend on
the chunks of text it processes being complete
sentences nor on the phrases being grammatically
correct. OntoSoar’s main weakness is its depend-
ence on hand-coded production rules for Soar
(Laird 2012). Obtaining the results in Tables 4
and 5 required 240 hand-coded production rules.

8.1.2 Academic Work in Progress
Preliminary results for the extraction tools we
present in this section look promising, but much
more academic work is needed to bring these
tools to fruition and ready for tech-transfer to a
production environment.

GreenQQ
Developed in an independent effort, GreenQQ

is currently being investigated for adaption and
use in our FamilySearch reading system. As
explained in Section 3.3, it interacts with users via
text-snippet examples. Beginning with the most
frequently occurring token-sequence patterns that
contain information of interest, GreenQQ proposes
extraction rules for a user to adjust and accept
for execution. After execution, GreenQQ again
proposes rules and continues in this synergistic
interaction cycle until the results are satisfactory.

In an initial trial run, we applied GreenQQ to
the 119 pages of The Kilbarchan Parish Record

that are similar to the page in Figure 28. Interact-
ing with a user for less than 50 minutes, GreenQQ
created 40 templates that classified sequences of
tokens into 5 classes (HEAD of household, WIFE,
BABY, GEO location, and DATE of birth, christen-
ing, marriage, or proclamation of marriage). In
the final cycle, GreenQQ processed 9,464 lines of
text with 89,391 tokens and found 17,206 matches
in 5 seconds of runtime. Table 6 shows the ac-
curacy results of the extraction for three randomly
chosen pages (Embley and Nagy 2017).

A strength of GreenQQ is its ease of use. Clas-
sified text snippets presented to users as candidate
extraction rules require only that a user is know-
ledgeable enough to identify and classify the part
of the text snippet to be extracted. A weakness of
GreenQQ is that it only does named entity recog-
nition (NER). Thus, we must restrict GreenQQ’s
usage to ontologies with one central non-lexical
object set that is directly connected to all of its
lexical object sets through relationship sets—like
the ontologies in Figures 7, 8, and 9. Furthermore,
in its currently implemented state, an additional
weakness is that it cannot be used when ontology
records are interleaved as Couple and Family re-
cords are in Figure 1. However, as explained in
Section 3.3, we expect to be able to resolve this
weakness. Resolving it may require human input,
which could lessen GreenQQ’s ease of use.

GreenML/GreenDDA
We have begun to carry out experiments using

the different levels of machine learning discussed
in Section 3.6. In a preliminary test we used the
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Table 3: ListReader Results

Prec. Rec. F-score
Shaver-Dougherty 0.94 0.39 0.55
Kilbarchan 0.94 0.54 0.68

Table 4: OntoSoar Results for the Charles Christopher Lathrop Family and the First Three Lines of the Commentary
about Miss Emma Goble Lathrop in Figure 1

Category Exists Found Correct P Errors R Errors P R F
Persons 12 11 11 0 1 100.0% 91.7% 95.7%

Births 6 6 6 0 0 100.0% 100.0% 100.0%
Deaths 4 4 4 0 0 100.0% 100.0% 100.0%

Marriages 1 1 1 0 0 100.0% 100.0% 100.0%
Sons & Daughters 7 2 2 0 5 100.0% 28.6% 44.4%

Totals/Average 30 24 24 0 6 100.0% 80.0% 88.9%

Table 5: OntoSoar Results for Paragraph 229 Plus the Header Preceding the Paragraph in Figure 29

Category Exists Found Correct P Errors R Errors P R F
Persons 19 15 14 1 4 93.3% 73.7% 82.4%

Births 8 8 7 1 0 87.5% 87.5% 87.5%
Deaths 5 3 3 0 2 100.0% 60.0% 75.0%

Marriages 6 6 4 2 0 66.7% 66.7% 66.7%
Sons & Daughters 9 0 0 0 9 N/A 0.0% 0.0%

Totals/Average 47 32 28 4 15 87.5% 59.6% 70.9%

Table 6: GreenQQ Results

Soft:Correct=Correct+Partial Hard:Incorrect=Partial+Incorrect
Class Total Correct Partial Incorrect Recall Precision F-score Recall Precision F-score
HEAD 72 71 0 0 0.99 1.00 0.99 0.99 1.00 0.99
WIFE 56 53 1 0 0.96 1.00 0.98 0.95 0.98 0.96
BABY 92 91 0 1 0.99 0.99 0.99 0.99 0.99 0.99
DATE 123 116 0 0 0.94 1.00 0.97 0.94 1.00 0.97
GEO 65 63 0 4 0.97 0.94 0.95 0.97 0.94 0.95
Overall 408 394 1 5 0.97 0.99 0.98 0.97 0.99 0.98

An extract was judged to be partially correct if the sequence of labeled tokens for the extract was a proper
subsequence of the ground-truth token sequence for the extract. Soft scoring counted partially correct
extracts as being correct, while Hard scoring counted them as being incorrect.



International Journal of Conceptual Modeling
February 2018. DOI:10.18417/emisa.si.hcm

170 David W. Embley, Stephen W. Liddle, Deryle W. Lonsdale, Scott N. Woodfield
Special Issue on Conceptual Modelling in Honour of Heinrich C. Mayr

Stanford CoreNLP system (Stanford CoreNLP
n.d.) in OTS (off-the-shelf), GreenML, and
GreenDDA settings to perform human-supervised
annotation of a typical 10-page range of The Ely
Ancestry. Figure 30 displays the results.
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Figure 30: OTS vs. Green Methods: F-measure Anno-
tation Results for a 10-page Range

For the green techniques, we annotated accord-
ing to the following general scenario:

1. A user initiates the process by hand-annotating
the first page in a book.

2. A (so-far small) machine learning model is
trained on that gold standard, and it serves to
annotate the next page. The user then corrects
that page, which is added to the gold standard,
and the process repeats.

3. After some number of these iterations, from
at least one to some empirically-determined
number, the user stops hand-annotating. Call
this the transition point.

From the transition point, the two green meth-
ods differ:

• GreenML builds the final user-supervised
model and then proceeds to annotate the rest of
the book without further user intervention or
learning.

• GreenDDA, after building the final user-
supervised model, proceeds to annotate the
rest of the book alone. However, after each
page, its raw annotations are added increment-
ally to the entire training set and a new model
is trained.

To assess and illustrate the difference in per-
formance in these two approaches, we swept across
all possible user involvement scenarios in the
10-page range. For each method we averaged
performance (measured by F-measure) across all
possible transition points.

OTS annotation performance varies substan-
tially by page, given the variability of the data
across pages. GreenML gradually decreases as
more pages are encountered, reflecting the static
nature of the trained model past the transition
point. After the eighth page, the other two ap-
proaches perform better than GreenML. However,
GreenDDA—after the fifth page—generally out-
performs OTS on average. This is because training
past the transition point occurs after every page,
albeit with raw annotations. With such a high
F-measure (over 0.9), the results (even after user
supervision) are reasonable enough to yield better
models over time. Whether these NER results will
hold for other page sequences in the book or in
other books and whether results for relationship
recognition will be similar remains to be seen.

OntoSoar2
Writing Soar production rules by hand is a com-

plex and intensive process, calling into question
the scalability of the current OntoSoar approach.
Each new type of linguistic construction that con-
tains information that could map to the semantic
representation and ultimately the ontology needs
to be treated in this manner. A future instantiation
of the system, OntoSoar2, could include a rule
compiler which would allow for rules to be coded
in a metalinguistic grammar and compiled directly
into Soar code, as is being done elsewhere (Lindes
and Laird 2016).

Another potential feature for OntoSoar2 would
be an improved syntactic parsing process. The
current LG parser, while robust and flexible, also
requires hand-coding of custom rules, and does
not include any machine learning functionality.
Dependency parsers (Mel’čuk 1988) have been
implemented for many languages beyond English
in frameworks such as CoreNLP, which support
machine learning and incremental training.
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Furthermore, it is unclear how flexible the cur-
rent OntoSoar semantic representation framework
(Embodied Construction Grammar) is for support-
ing large-scale NLP applications like ours (Lindes
et al. 2017). While it has proven effective in rel-
atively narrow domains such as robotics (Lindes
and Laird 2017), OntoSoar2 work would need
to explore the appropriateness of this or other
alternative deep semantic representations.

Finally, OntoSoar2 has the potential to further
implement of some of the language processing
capabilities inherent in the current cognitive ar-
chitecture framework. This could include such
“human” aspects of processing such as being incre-
mental (i.e. word-by-word rather than a sentence
as a whole); eclectic (i.e. leveraging more prag-
matic and real-world knowledge); repair-based (i.e.
reformulating hypotheses that prove untenable in
the presence of further context); and grounded (i.e.
integrating perceptual input such as page layouts).

*********************************** 
Person osmx190: ALBRIGHT, ESTHER R.
*********************************** 
Name:
   Conclusion: Esther R. Albright 
   Interpreted Document Text: ALBRIGHT, ESTHER R.
   Original Document Text: ALBRIGHT, ESTHER R.
   Inferred Formal Name: Esther R. Morris Albright
      Title:
      First Names: Esther R.
      Last Names: Morris Albright
      Suffix:
   Inferred Birth Name: Esther R. Morris
   Inferred Married Name: Esther R. Albright
   Gender: Female 
Facts:
   BirthDate:
      Conclusion: 22 July 1863 
      Interpreted Document Text: 22 July 1863
      Original Document Text: 22 July 1863 
   BirthPlace:
      Interpreted Document Text: Butler Co OH 
   DeathDate:
      Conclusion: 1 January 1946
      Interpreted Document Text: 1 Jan 1946
      Original Document Text: 1 Jan 1946 
   DeathPlace:
      Interpreted Document Text: 113 Sherman St Dayton OH 
   BurialDate:
      Conclusion: 3 January 1946
      Interpreted Document Text: 3 Jan 1946
      Original Document Text: 3 Jan 1946 
   BurialPlace:
      Interpreted Document Text: Abbottsville Cem Dke Co OH 
Marriage Relationships:
   Spouse: osmx334 (l-linfield S. Albright)
ParentOf Relationships
ChildOf Relationships:
   osmx169 (Thomas Benton Morris)
   osmx480 (Angeline Harrod) 

Figure 31: Esther Albright Information as a Result of
Full Pipeline Processing

8.2 Pipeline Processing
Given a book that has been scanned and OCR’d,
the pipeline processes the book from import (a
single PDF document of the full book) to export
(a GedcomX document for each page that contains
genealogical information). The pipeline runs in
several steps:

1. Prepare Pages. Split the input PDF document
into pages. For each PDF page generate four
additional files: an xml file containing the OCR
information for the page; a text file of the OCR’d
characters assembled into words and lines; and a
PNG image and HTML document that together
let a COMET user view and work with the page
as an image superimposed over hidden OCR’d
text aligned with the text in the image.

2. Extract Information. Apply the extraction tools
to the text files and, for each tool and page,
populate the ontology in Figure 15.

3. Merge Information. For each page merge the
information in the tool-populated ontologies
and create a single populated ontology.

4. Check and Correct Information. Run a con-
straint checker over the extracted and merged
information, discover anomalies, and fix those
identified as being automatically rectifiable. If
patrons are to check and correct the information,
split the information into Person, Couple, and
Family form data and for each form/page com-
bination display the filled in form in COMET
for a user to check and correct.

5. Enhance Information. To the extent possible,
standardize person names, place names, and
dates, and infer gender, birth names, married
names, and formal names.

6. Generate GedcomX. Generate a GedcomX file
for each page containing genealogical inform-
ation. In addition, for each person having as-
sociated genealogical information, generate a
person information document detailing associ-
ated names, event dates and places, and mar-
riage and parent-child relationships (e.g. see
Figure 31). Generate also an HTML document
with all the extracted information for a person
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highlighted on an image of the page (or pages,
if the information spans more than one page).

A prototype of the pipeline runs from beginning
to end, and the code is being improved as we
gain experience and encounter new edge cases.
(Pipeline processing for complex annotations, for
example, is currently being added.) The extraction
engines, whose academic prototypes are complete,
all run, but considerable work is still required to
convert them into tools usable by anyone besides
ourselves. Academic research is continuing for
extraction tools still under development. COMET
has been used by subjects in some experimental
evaluations; they generally find it usable after a
few minutes of training (Woodfield et al. 2016).
We have only begun to build a management system
that will control the processing of books through
the pipeline.

8.3 Ingest into Family Tree
We have conducted several field tests to determine
how our extraction results can contribute to Family
Tree (Embley et al. 2017).

Ely We processed the page in Figure 1 through the
pipeline—extracted information using FROnt-
IER, Ontos, and OntoSoar; merged it; checked
and corrected it with COMET; standardized
the data; inferred gender and extended name
information; and generated person information
documents for each person mention on the page
having associated genealogical information. To
compare the effort to ingest information manu-
ally with a proposed automatic ingest, we up-
dated Family Tree by hand according to the gen-
erated person information documents. We filled
in search forms, identified matching Family Tree
records, merged duplicates (if any), checked the
matching records, and added to them source
documentation and missing information. From
31 unique generated person information docu-
ments, we found that 28 matched exactly one
Family Tree person record. For the Mary Ely
married to Gerard Lathrop we found two, as
Figure 21 shows, and we merged them. Donald
McKenzie’s and Abigail Huntington Lathrop’s

person information documents both matched
three records that were themselves duplicates,
and in both cases we merged the three records.
We added highlighted source documents like the
one in Figure 32 for all 31 matched tree records.
Overall, we (1) replaced two primary names
with more complete names (e.g. “Emma Suth-
erland Goble” in place of “Emma S. Goble”);
(2) replaced six uncertain BMD (Birth/Mar-
riage/Death) facts (e.g. “about 1831” or merely
“deceased”) with certain facts; (3) added two
missing BMD facts, and (4) added eight supple-
mentary facts such as married names or altern-
ate spellings of names. All of this work, which
could have been done fully automatically within
seconds of compute time, took more than five
hours of tedious typing, checking, clicking, and
waiting for responses from the FamilySearch
web site.

Kilbarchan In a fully automatic extraction run
over the 143-pages of the Kilbarchan parish re-
cord (Grant 1912), the pipeline, running without
COMET-user intervention, created 8,539 per-
son information documents like the one in Fig-
ure 31. The F-score for the automatic extraction
was judged to be near 95%. In a sample of 150
of these 8,539 person information documents,
a prototype matching algorithm was 100% cor-
rect when the tools extracted eight or more
distinct items of information for the person. Of
the correctly matched person records, 20% had
information that could be added to Family Tree,
including adding or fixing first and last names,
event dates, and parent-child relationships.

Miller Similar to our Kilbarchan field test, in a
fully automatic extraction run over the 396-page
Miller book (Miller Funeral Home Records,
1917 – 1950, Greenville, Ohio 1990), informa-
tion for 12,226 individuals was extracted. Of
the 1,280 individuals the matching algorithm
found in Family Tree with certainty, the Miller
records provided information that could be ad-
ded to 57% of them.
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Figure 32: Abigail’s Information Highlighted

8.4 Web of Knowledge
The grand challenge of collecting and representing
the world knowledge of any domain (scientific,
geo-political, or any other) in a structured, search-
able, online repository has been and is the dream
of many visionaries. Projects with this vision in
mind include: open information extraction sys-
tems that have extracted billions of assertions as
the basis for both common-sense knowledge and
novel question-answering systems (Banko et al.
2007; Etzioni 2011; Fader et al. 2011; Mausam
et al. 2012); Yahoo!’s Web of Concepts (Dalvi
et al. 2009); and large projects such as Cyc (Lenat
and Guha 1989), Freebase (Bollacker et al. 2008),
DBpedia (Auer et al. 2007), YAGO (Suchanek
et al. 2007), YAGO3 (Mahdisoltani et al. 2015),
and NELL (Mitchell et al. 2015).

A Web of Knowledge (WoK), as we envision
it (Embley et al. 2011), aims at a specific domain
of interest such as family history. The backbone
of each WoK is an ontology that describes the
domain and is to be populated with information.
As an example, FamilySearch’s conceptualization
of family history is populated with basic genea-
logical information for about 5.8 billion persons,
1.2 billion of which are on the public Family
Tree. In addition, it stores over a billion auxiliary
data items including more than 830 million im-
ages and transcripts of documents used as source
documentation of genealogical facts; more than
22 million stories and pictures submitted by in-

dividuals as memories of their ancestors; more
than 350,000 family history books with pages like
those in Figures 1, 28, and 29; and more than
2,000 historical record collections (e.g. census re-
cords, burial records, military records) consisting
of more than a billion historical documents, many
millions of which have been indexed for semantic
search (FamilySearch Company Facts 2017).

The backbone of a WoK should be an ontology
in its true sense—domain knowledge, agreed upon
and shared by a community (Dillon et al. 2008;
Gruber 1993). A WoK ontology is itself worthy of
study and understanding and may evolve over time
as its community comes to a greater understanding
of itself. When populated, the ontology may more
rightly be seen as a knowledge base—a particular
state of the domain whose information can be
queried and updated (Dillon et al. 2008). The
extraction ontologies we have been discussing
in this paper may more accurately be seen as
operational views of the larger WoK ontology—
views in the traditional database sense and thus
themselves ontologies albeit for a much smaller
domain and operational in the sense that they
enable document reading and query search along
with computational operations over stored data.

We focus our remaining comments on WoK
query formulation and execution and show its
connection to ontological document reading. The
correspondence among form, ontology, and semi-
structured text provides insight into how to query
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the WoK: (1) create a form for the results wanted
and have the system learn how to correlate it with
the WoK ontology and fill it in (Embley 1989); (2)
explore the graphical conceptual model view of
the WoK ontology and filter desired information
directly from the graphical view (Czejdo et al.
1990); (3) generate forms from WoK ontology
snippet views and allow constraints to be applied
to form fields (Zitzelberger et al. 2015); and (4)
from a free-form query “read” and “understand” it
to obtain what is wanted (Zitzelberger et al. 2015).

Most interesting from the standpoint of docu-
ment reading are HyKSS free-form queries (Zitzel-
berger et al. 2015). “HyKSS” which stands for
“Hybrid Keyword and Semantic Search” allows
users to issue free-form queries such as “Find Abi-
gail McKenzie who lived to be nearly 100 years
old and whose husband was from the West Indies”
HyKSS applies its collection of extraction ontolo-
gies to the query. Here, the Name recognizer in the
ontology in Figure 2 recognizes “Abigail McKen-
zie” as a name, and “West Indies” is recognized as
a LocationName in the ontology in Figure 22. The
phrase “lived to be nearly 100 years old” associ-
ates with an Age operator in a Date data frame, and
“husband” associates with the marriage relation-
ship. The HyKSS keyword recognizer ignores stop
words (“Find”, “who”, “and”, “whose”, “was”,
“from”, “the”), words recognized as denoting oper-
ators (“lived to be”, “years old”), and non-equality
operands (“nearly 100”) and treats the remain-
ing words and any quoted phrases as keywords
(“Abigail”, “McKenzie”, “West”, “Indies”). As
is the case for all search engines, keywords in
source documents have been previously indexed.
For HyKSS, semantics have also been indexed by
applying extraction ontologies to documents, in
particular for this example the page in Figure 1.
Once the query has been “read” and “understood”
(i.e. once the information and keywords have
been extracted from the query and mapped to an
ontology), a formal query can be generated and
executed (Zitzelberger et al. 2015). The results
are returned in search-engine fashion—a ranked
clickable list of URLs with a snippet showing what
was matched. In our example, the first link would

likely lead to the page in Figure 1. Clicking would
bring up the page with the identified keywords
and semantic data highlighted.

Although processing free-form queries is inter-
esting from a document-reading point of view, in
applications like genealogy in which the ontolo-
gical conceptualizations are well known, starting
with a form search is likely better. Figure 33
shows one of FamilySearch’s forms mocked-up
with an additional search field for Children so
that it better matches the underlying ontology and
also an additional search field for Keywords to
allow for HyKSS-like search over a hybrid of
keywords and semantics. The form is filled in
for the information extracted from Figure 1 for
Abigail Huntington Lathrop with “Boonton” and
“New Jersey” as keywords. The results should
come back in a search-engine-like list of links to
documents, which when clicked should yield a
highlighted document like the one in Figure 32.

Figure 33: Query for Abigail Huntington Lathrop
McKenzie

Finally, we mention that for a world-wide applic-
ation like FamilySearch, query processing should
be multilingual. We show in (Embley et al. 2014)
how extraction ontologies can form the backbone
of a query processing system that allows quer-
ies to be expressed in a user’s native language,
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then processed in the language of the document,
with results translated back into the user’s native
language. Clicking on resulting document links
would bring up highlighted original-language doc-
uments.

9 Conclusion

We have defined ontology-based document read-
ing and have expounded upon our experience in
implementing an ontological document reading
system. The reading system transforms asserted
facts stated in a document into objects and rela-
tionships and populates the object and relationship
sets of a conceptual model. It thus populates the
ontology represented by the conceptual model,
which gives meaning to the extracted text. Lexical
object sets are populated directly with text tokens
found in the document. Non-lexical object sets
are populated by ontological commitment.

Besides directly populating lexical object sets
with text found in a document, a reading system
should also be able to “read between the lines”
and infer author-implied facts such as a female’s
married name given her spouse’s name or a birth
name given a child’s father’s name. The populat-
ing objects and relationships must also make sense
with respect to declared ontological constraints or
otherwise be rejected, fixed, or at least questioned.
An ideal reading system should also be able to
extend or adjust its ontological conceptualizations
and make connections among them.

In this experience report, we have described an
implemented ontology-based document reading
system for contributing to FamilySearch’s online
wiki-like Family Tree. The reading system reads
an input document, usually a book, and populates
the target extraction ontology in Figure 2 with
information extracted from the document’s text
by an ensemble of extraction engines. It then
merges and checks the information against ontolo-
gical constraints and corrects constraint violations
when possible. Optionally, it allows a human to
check and and correct extraction results. Given the
extraction results, it standardizes names and dates
and infers gender and various name forms. Finally,

it generates both a GedcomX document for each
book page and an individual report for each per-
son mentioned in the book who has genealogical
information. Either the GedcomX documents or
the individual reports can be used for automatic or
user-checked semi-automatic import into Family
Tree.

The document reading system we have elucid-
ated works particularly well for semi-structured
document reading and for populating ontologies
with facts within rich but narrow domains of in-
terest like family history. We nevertheless foresee
the possibility of using ontology-based document
reading as a means to contribute to the construction
of a general Web of Knowledge, possibly involving
many interconnected domains of interest.
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Towards FCA-facilitated Ontology-supported Recruitment
Systems
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Abstract. Human resources (HR) recruitment is still a major challenge for many organizations since HR
recruitment officers need to spend lots of time and effort to find the best candidate from a large number of
applicants for a job position. In this paper, we propose a new approach for ontology-supported web-based
HR recruitment systems. Our approach is facilitated by Formal Concept Analysis (FCA) for constructing
domain-specific ontologies to model position requirements and applicants’ competences. To evaluate our
approach, we implement a prototype and conduct a case study. The case study demonstrates that the
proposed approach has the potential to improve the effectiveness and efficiency of the HR recruitment
process.

Keywords. Ontology • FCA • Human Resources Management

1 Introduction

The human resources (HR) recruitment process
is often time consuming and involves high oper-
ational costs because domain experts are often
required to be involved to make decisions (Carroll
et al. 1999). Carroll et al. (1999) states that the
number of applicants can be up to 1000 to 2000
for one or two vacancies. In this case, HR officers
and domain experts have to spend tremendous
amounts of time on finding the best candidate for
a position from the long list of applicants. To
facilitate the access of HR managers and job ap-
plicants web-based recruitment systems are used
to advertise job positions and collect job applica-
tions. After job applications being collected, HR
officers and domain experts have to manually go
through all the application to select candidates
with competencies that best match the job position
requirements. One example is tutor recruiting

* Corresponding author.
E-mail. hui.ma@ecs.vuw.ac.nz

at the School of Engineering and Computer Sci-
ence (ECS) at Victoria University of Wellington
(VUW). In each trimester, a senior tutor (serve as
a HR recruitment officer) has to spend a couple of
weeks time to manually check the candidate com-
petencies and requirements of tutors and select
tutors from a large number of applicants. This
process is not only time consuming but also not
effective, i. e. may not be able to look at all the
possible candidates for each course. Also, domain
knowledge about competence and courses are re-
quired from course lecturers. It is important to
capture the domain requirements so that quality
solutions can be produced (Kop and Mayr 2008).

To improve efficiency and performance of the
recruitment process, the use of a domain-specific
ontology has been proposed for recruitment sys-
tems and competency management (Draganidis
et al. 2006; Fazel-Zarandi and Yu 2008). On-
tologies have been used for skill management,
expertise finding and competency management
(Woelk 2002), The benefits of ontology-supported
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recruitment systems are reported in (Baader et al.
2003; Bizer et al. 2005; Maedche and Staab 2001;
Mochol et al. 2006; Trichet and Leclere 2003;
Woelk 2002; Zhang 2007).

An ontology identifies the relevant concepts and
relationships among the concepts that exist in a
domain (Gruber 1995). A well designed ontology
can provide good support for machine processing
and be understandable for human users (Baader
et al. 2003; Bachmann et al. 2007). Building an
ontology is often time consuming and requires the
involvement of many domain experts. Also, differ-
ent organizations have different business contexts
and need organization-specific ontologies for their
system. Many organizations, however, face the
challenge that there is neither an existing ontology
to be used nor sufficient expertise available to build
an ontology. Formal Concept Analysis (FCA) has
been proposed for building ontologies without
the involvement of domain experts. Hwang et al.
(2005) uses FCA to express an ontology in a lattice.
The lattice is easy to understand for human users
and can serve as a basis for ontology building.
However, there is a lack of research on the use of
FCA for building ontologies for HR recruitment
systems.

The aim of this paper is to propose an ontology-
supported approach for web-based recruitment
systems which exploits FCA for building ontolo-
gies so that the HR recruitment process can be
improved. In particular, we will present an onto-
logy design approach that uses FCA to construct a
domain-specific ontology. The constructed onto-
logy is then used to automatically match applicants
to job vacancies to reduce the involvement of do-
main experts. To demonstrate the effectiveness
and efficiency of our approach, we develop a pro-
totype system and conduct a case study for tutor
matching.

This paper is organized as follows. In Section 2
we give a motivating example. Section 3 provides
preliminaries that we will need later on. In Section
4 we present our proposed approach for ontology-
supported HR recruitment where FCA is used
for building domain-specific ontology. Section 5
reports on a case study that we have conducted to

gain experience with the proposed approach. Sec-
tion 6 concludes the paper and makes suggestions
for future work.

2 A Motivating Example
HR recruitment often involves the processing of
a large number of applications for a job vacancy.
The School of Engineering and Computer Science
(ECS) at VUW recruits about 150 tutor positions
each trimester for about 50 courses at different
levels.

When students want to apply for a tutor position
at the school, they have to use an online portal
where they provide personal information, such
as their student ID, name, email, phone, degree
completed, degree enrolled, year of study, ma-
jor, tutoring experience, and preferred courses.
Further information about the courses that the
applicants have completed at VUW can be re-
trieved from the course results database using the
applicant’s student ID.

Different courses require different competences
for their tutors. Based on the requirements for a
particular course, a senior tutor manually selects
a list of candidates which is then provided to the
respective coordinator of the course to make the
final decision. The matching of tutors to courses
is based on a combination of several competence
factors. For example, an ideal tutor of a course
is someone who has the experience of tutoring
the same course before. If she/he has not tutored
the course before, then she/he should have studied
the course at VUW before with a good grade, say
grade B or better. Moreover, the education level of
the candidate should not be lower than the course
level.

If no candidate satisfies all the requirements
of a course, then the senior tutor and the course
coordinator need to work together to find someone
who matches most of the requirements. For ex-
ample, a candidate can be considered for a course
if she/he has not done the course at VUW before,
but has done some post-course of the course. To
measure the degree of matching of the require-
ments, ranking methods can be used. In the
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literature, the matching between job positions and
job candidates could be done by measuring the dis-
tance between respective concepts in an ontology
hierarchy. One can use a standard competence
dictionary such as the IEEE Reusable Competency
Definition (IEEE RCD 2008) or DISCO (Müller-
Riedlhuber 2009). However, for this case there is
no exiting domain-specific ontology that can be
used.

3 Preliminaries
In this section we will recall relevant background
information about ontologies and FCA.

3.1 Description Logics
Description logics (DL) are a family of logic lan-
guages for representing knowledge and reasoning
about it (Baader et al. 2003). The knowledge of in-
terest for some application is represented in terms
of individuals, concepts and roles, and is stored
in a knowledge base. Concepts stand for sets of
individuals, while roles stand for relationships
to other individuals. A DL knowledge base is a
set of axioms, and usually consists of two parts:
a terminological knowledge layer (called TBox)
and an assertional knowledge layer (called ABox).
The TBox describes the terminology in use for
the application, that is, defines the concepts and
captures additional constraints on their interpret-
ation. The ABox describes the individuals, that
is, contains assertions that relate individuals to
concepts.

We briefly review syntax and semantics of de-
scription logics. Let NC and NR be fixed sets of
concept names and of roles names, respectively.
One can then build complex concept expressions
out of them by using the concept constructors
provided by the particular description logic being
used (see Looser et al. 2013). Let C denote the
set of complex concept expressions that can be
obtained by finitely many applications of these con-
structors. The members of NC are called atomic
concepts. We further use the empty concept ⊥ as
a shortcut for ¬⊤, and (≤ m).R as a shortcut for
¬(≥m + 1).R.

Different description logics vary by the concept
constructors that they permit. The choice of a
particular description logic is usually done by bal-
ancing expressiveness against the complexity of
the associated decision problems. In this paper,
we use ALN which is among the most popular
description logics (Liao et al. 1999). However,
the ideas discussed in this paper are general in
the sense that they can be easily tailored to other
reasonably expressive description logics. Note
that ALN is included in SHOIN (D), the de-
scription logic underlying OWL-DL.

A subsumption axiom is a statement of the form
C1 ⊑ C2 with concepts C1,C2 in C. A terminology
(or TBox) T is a finite set of subsumption axioms.
We use the shortcut C1 ≡ C2 to denote both
C1 ⊑ C2 and C2 ⊑ C1, and call C1,C2 equivalent.

Interpretations are used to assign meaning to
syntactic constructs. An interpretation I consists
of a non-empty interpretation domain O and an
interpretation function I(.), which assigns to each
atomic concept a subset of O, and to each role a
binary relation on O. The interpretation I can be
easily extended to concept expressions in NC . An
interpretation I is a model of T if I(C1) ⊆ I(C2)
holds for every subsumption axiom C1 ⊑ C2 in T .
A model is finite if the interpretation domain O is
finite. In this case, the model is also said to be an
instance (or ABox) of T .

A concept C1 subsumes a concept C2 ifI(C1) ⊆
I(C2) holds for every instance I of T . We also
write T |= C1 ⊑ C2. We use T |= C1 ≡ C2 as a
shortcut for T |= C1 ⊑ C2 and T |= C2 ⊑ C1.

Example 1 For our HR recruitment sys-
tem we may use the subsumption axiom
SWEN301 ⊑ ∃hasTask.EssayMarking,
SWEN301 ⊑ ∃isPostcourse.SWEN222 to state
that course SWEN301 has a task of essay marking
and is a post-course of SWEN222.

The subsumption problem asks whether T |=
C1 ⊑ C2 holds for concepts C1,C2 and a TBox
T . The satisfiability problem asks whether T |=
C ≡ ⊥ holds for a concept C and a TBox T . Both
problems are decidable for description logics such
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as ALN . For details, we refer to Baader et al.
2003.

3.2 Formal Concept Analysis
It has been shown that FCA can help to structure
and build an ontology for particular application
of interest (Cimiano et al. 2005; Hwang et al.
2005). FCA provides a formal framework for re-
cognizing groups of elements that exhibit common
properties. It is a theory of data analysis which
identifies conceptual structures among data sets.
These structures can be graphically represented
as conceptual lattices which allow the analysis
of complex structures and the discovery of de-
pendencies within the data. FCA can be used for
visualizing the ontology in the form of a lattice,
in order to support navigation and analysis tasks.
Representing an ontology as a lattice makes it easy
to understand for human users.

Next, we review basic notions from FCA
(Ganter and Wille 1999). A formal context is
a triple A × B K := (O,C, R), where O is a set of
individuals, C is a set of properties (or attributes),
and R is a relation R ⊆ O × C that links each
individual o ∈ O to the properties satisfied by o.
That is, (o, b) ∈ O states that O has property b. A
formal concept (or FCA concept) is a pair (A, B)
such that A and B are maximal with A × B ⊆ I.
The set A ⊆ O is called the extent, while the
set B ⊆ C is called the intent of the concept.
A formal concept (A1, B1) is a subconcept of a
formal concept (A2, B2) if A1 ⊆ A2 (or equival-
ently B1 ⊇ B2). The concept lattice B(K) of K is
the set of all its FCA concepts together with the
subconcept/superconcept relation.

As usual, we use lattice diagrams to illustrate
the ordering relation among the formal concepts
in a concept lattice. The nodes of the lattice are
labelled by the respective FCA concepts. For an
example, see Figure 4. For the sake of clarity,
however, node labels do not show the full extent
and intent of an FCA concept, but show an indi-
vidual o only in the most specific FCA concept it
belongs to.

Contexts can be represented as tables, with
columns headed by the properties b and rows

headed by individuals a. The cells of the table
are marked if and only if the relations holds for
the corresponding pair of individual and property.
For an example see Figure 3.

4 Ontolgy-supported HR Recruitment
using FCA

In this section, we present our approach for an
ontology-supported web-based HR recruitment
system where FCA is used to build a domain-
specific ontology.

4.1 Framework of an Ontology-supported
Web-based HR Recruitment System

Figure 1 shows our framework of an ontology-
supported web-based HR recruitment system.

Figure 1: Framework of a web-based HR recruitment
system

In the front-end, we have Web Client which
connects to Web Server using HTTP request and
HTTP response. In the Web Server, there are three
modules which are Position Manager, Applicant
Manager and Matching Manager. The three mod-
ules in Web Server connect to the Ontology for
storing and retrieving the data. Position Manager
is used for managing job positions, such as adding
a new position or editing position requirements.
Applicant Manager is used for managing applic-
ants’ profiles, such as adding a new applicant,
editing the profile of an applicant, or searching ap-
plicants. Matching Manager is used for managing
the position-candidate matching. For matching
applicants to positions, the system compares the
position requirements retrieved by Position Man-
ager and the applicant’s competencies retrieved
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by Applicant Manager. Matching Manager is also
used for managing the weights of each compet-
ency.

Often, applicants do not match all the require-
ments. To rank candidates for a position, we
need a ranking method. We will assign weights
to relevant competence factors. The matching
of different competencies have different weights
since the importance of each competency to a
position is different. For example, for tutor-course
matching, tutoring experience is weighted higher
than the education level of a candidate.

4.2 FCA-based Ontology Building
To collect the domain knowledge that can be used
for selecting candidates we propose to use FCA.
Figure 2 shows the steps of our FCA-based method
of building domain-specific ontologies from can-
didate application information. Note that one
can take advantage from candidate application
instances collected from previous years to build
the ontologies.

Figure 2: FCA-based ontology building process

We first create a formal context matrix. Then,
we use this formal context matrix to build the
concept lattice for an ontology. In one organiza-
tion, we many need to build several contexts. For
example, for the tutor recruitment system, we use
FCA to build a prerequisite course context and an
education level context.

Figure 3 shows an example of a context
K(O,C, R) of course prerequisites. The set of
objects O is a collection of candidates, denoted
by Alex, Bob, etc. The set of attributes C is the
set of courses. If a candidate has already passed
a course, then the relationship R holds and we
mark it by “X” in the table. The concept lattice in
Figure 4 is derived from the context in Figure 3.

Each node in this lattice, illustrated by a circle, is
a formal concept. For example, one of the formal
concepts of the context described in Figure 3 is
{Alex, Eric} × {COMP103, SWEN223}, where
the set {Alex, Eric} is the extent of the concept,
while the set {COMP103, SWEN223} is its intent.
According to Figure 4, the formal concept {Alex,
Bob} × {COMP103, SWEN221, SWEN222} is a
sub-concept of the concept {Alex, Bob, Candy}
× {COMP103, SWEN221}.

Figure 3: Formal context of course pre-requisites

Figure 4: Concept lattice of course pre-requisites

To build an ontology, we can use the reduction
procedure proposed in (Haav 2004). The reduc-
tion procedure has two steps. The first step is to
eliminate the redundant elements. For example, a
pair (A, B) and B (intent) appear in every descend-
ant. We can eliminate the inherited elements. The
second step is to eliminate the lattice of extents.
Figure shows an example of a resulting ontology.

5 A Case Study
To demonstrate the effectiveness and efficiency of
our proposed approach, we have implemented a
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Figure 5: Ontology of course pre-requisites

prototype of a web-based tutor recruitment sys-
tem using our proposed framework and used the
proposed FCA-based ontology building method
to build ontologies. We have then designed a
test case, based on real data at ECS. We used the
prototype to select a shortlist of candidates for
each tutor position. In the mean time we invited
the senior tutor to select a list of candidates for
each course. For this case study the senior tutor
was asked to list the top 3 suitable candidates. We
have then compared the quality of the results and
the time used by the two different approaches.

5.1 Prototype of an Ontology-supported
Recruitment System

We have developed a prototype to demonstrate
the performance of our proposed framework. We
used Apache JenaTM to store and manipulate our
ontologies, so that SPARQL could be used for
querying. We used our FCA-based approach to
build ontologies needed by the tutor recruitment
system. We collected information on tutor applic-
ants and courses, and constructed ontologies to
capture the relationships between courses, degrees,
and course requirements.

For each course, the prototype system retrieves
the course requirements and the applicants’ com-
petency information from the ontologies. Then
the Matching manager compares the course re-
quirements to the applicants’ competencies and

calculates the fitness value of each qualified ap-
plicant, and displays a shortlist with the required
number of ranked candidates, starting with the
highest fitness. Often, the candidates do not match
all the requirements. The fitness value permitted
the ranking of candidates.

In this case study, we considered the fitness
of a candidate as a weighted sum of different
competencies, e. g., education level, experience:

Fitness = wEC + wL + wEP + wC

Herein, wEC,wL,wEP,wC denote the weights as-
signed for having experience of tutoring the course,
education level, having experience of tutoring a
post-course, having done the course. We have
normalized the weights.

For each course, the weights of competencies
are different. For example, for matching tutors
to courses, experiences of being a tutor of the
course has higher weight than the education level
of the candidate. In this way, the system ranks
a candidate who has not completed a Bachelor
degree but has tutored this particular course before
higher than a candidate who has a Master degree
but has not tutored the course before.

5.2 Results
In this section we compare the results obtained
with our system to the results obtained by the
senior tutor using the existing approach. Due
to the page limit we only discuss some example
courses in this article.

Firstly, we compare the time used by the two
approaches. Recall that there are 150 applicants
a tutor position per trimester. Using the current
approach the senior tutor needs to retrieve the
information of the candidates and courses from
different resources and then manually selects suit-
able candidates by using her domain knowledge
of courses or by consulting the respective course
lecturers. Using the current manual system the
senior tutor needs to spend 75 hours in total to
check first tutors for each courses, assuming 30
minutes for each candidate. Using our prototype
she only needs to spend a few minutes.
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Secondly, we compare the lists selected by the
senior tutor and the ones produced by our proto-
type, see Table 1 and Table 2, respectively. For
most courses, the results obtained by the two
different approaches are very similar, except for
COMP307. One candidates has been selected by
the senior tutor because this candidate got good
grades in other courses. However he had neither
studied nor tutored COMP307 and its post-courses
before. Candidates who studied COMP307 be-
fore got grades lower than B and, hence, are not
selected. On the other hand, our system listed
300198173 and 300198193 as the most suitable
candidates since they both got A+ for COMP422
which is a post-course of COMP307. The results
obtained by our system are better because the two
candidates achieved good grades in COMP422,
and thus should have knowledge of COMP307
which is a prerequisite of COMP307. From these
results, we can see that without using our system,
potential candidates can be missed out.

1st 2nd 3rd
SWEN221 300198187 300198201 300198202
SWEN222 300198201 300198180 300198187
SWEN307 300198201 - -
SWEN304 300198175 300198176 300198182

Table 1: Matching results from the senior tutor

1st 2nd 3rd
SWEN221 300198201 300198187 300198202
SWEN222 300198201 300198180 300198187
SWEN307 300198173 300198176 300198178
SWEN304 300198176 300198182 300198175

Table 2: Matching results from our prototype

From the above results, we can see that our pro-
totype has the potential to find suitable candidates
due to the usage of ontologies that model the rela-
tionship between courses. Some of the candidates
might be missed out using the existing approach.
The propotyope system has huge potential to assist
the senior tutor by reducing the time and effort
needed for matching the applicants to courses.

6 Conclusion

In this paper, we have proposed an approach of
ontology-supported web-based HR recruitment
that exploits FCA for building domain-specific
ontologies. We developed a prototype of our
proposed approach and conducted a case study
for tutor-course matching at ECS of VUW. The
case study shows that our proposed approach has
indeed the potential to improve the efficiency and
effectiveness of the HR recruitment process.
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Abstract. Domain-driven design (DDD) and especially the usage of domain modelling methods (DMM) are
modern approaches to improve software quality, and a way to develop software product lines (SPL). To
emphasize advantages of DDD and DMM usage, a 3-level design scheme is proposed, which reflects also
variability issues in the framework. According to this metaphor the main attention is paid to the phases of
logical domain modelling and physical modelling, with usage of two alternative DMM-methods: JODA and
ODM approaches. The algorithmic model for an efficiency coefficient estimation of alternative DMM usage
is proposed, which utilizes structured data resources, expert methods and metrics used in SPL development
processes. A feasibility study for the proposed approach is provided and the obtained experimental results
are discussed, which allow to make positive conclusions about this research and to outline its further steps
to be done.

Keywords. Domain Modelling Methods • Software Product Line • Variability • Structural Complexity •
Efficiency Coefficient • Code Reusing • Metric

1 Introduction: Research Actuality and
Goals

The largest amount of existing methodologies for
software development, and in the first place mod-
ern agile-methods are supposed to achieve the fol-
lowing two main goals proposed by Sommerville
(2011):

1. to decrease the project’s costs with respect to
all specified functional requirements and quality
attributes to be implemented in a target software
system;

2. to reduce the time needed for delivering of this
software product on consumer market.

* Corresponding author.
E-mail. tka.mobile@gmail.com

One of the most effective way to resolve this
problem is reusing different project solutions (as-
sets): domain knowledge, requirements specifica-
tions, software architectures, design patterns, and
finally source (program) code. This approach is
the basis of advanced concepts of software en-
gineering such as the development of software
products lines and software factories (Greenfield
and Short 2004), as well as methods of software
variability management (Capilla et al. 2013). In
turn, in order to achieve an appropriate level of
assets reuse in these processes, the methodology
of domain-driven design (DDD) is widely used
(Evans 2004; Tune and Millet 2015), where a
concept of domain model (DM) as a core for
conceptualization and reuse of expert knowledge
within the given application area (universe of dis-
cuss - UoD) was elaborated: e. g. Karagiannis et al.
(2016), Michael and Mayr (2015) and others. The
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DDD approach is successfully used to develop soft-
ware system families (SSF) and software product
lines (SPL), which is one of the a main trends in
modern software engineering (Klaus 2016). It
is to mention that these 2 notions sometimes are
used as synonyms because they define a specific
collection of software components, which have
both general and specific functional properties,
and include a special mechanism to provide soft-
ware variability (Capilla et al. 2013) in order to
be configured for multiple reuse for solving of
different problem-specific tasks in an appropriate
UoD.

But some authors, e.g. Kittlaus and Clough
(2009) and Lee (2015) define an important differ-
ence between SSF and SPL, namely: the members
of SSF as usually are used together to solve some
tasks in an appropriate UoD, while single items of
any SPL can be applied autonomously in particular
software applications.

As a example of SSF the collection of service-
oriented software solutions on cloud-based plat-
form Oracle SOA Suite 11g (Oracle Corp n.d.)
can be considered, and as a typical example of
SPL a well-known office software package MS
Office (Microsoft Corp n.d.) can be named. In the
following some development problems of SPLs
are examined, which are defined more correctly in
the manuals of the world-wide recognized interna-
tional organization in the IT-domain, the Software
Engineering Institute at the Carnegie Mellon Uni-
versity (Software Product Line Conference n.d.),
namely «. . . software product line is a set of
software-intensive systems that share a common,
managed set of features satisfying the specific
needs of a particular market segment or mission
and that are developed from a common set of core
assets in a prescribed way. . . ». Due to these
properties, the usage of SPL concepts provide, in
particular, the following advantages in compar-
ison with separate software system development,
namely:

• less project costs (up to 60%),
• time decreasing for release of a software product

on the market (in some cases up to 90%)

• significant reduction of IT-project’s staff (up to
70%), and some others.

Taking the issues mentioned above into account,
the main objective of the research presented in
this article is to propose a sophisticated approach
to effectiveness estimation of DMM usage in the
SPL development. The remaining article is or-
ganized in the following way: Section 2 analyses
briefly related work in the SPL domain, provides
the classification of existing DMMs and shows the
results of the comparative analysis of some CASE-
tools used for support. In section 3 the proposed
research methodology is outlined, which emphas-
izes variability issues in the domain modelling
conceptual scheme, and includes a collection of
heuristic assumptions combined with formalized
specifications to define an efficiency coefficient for
alternative DMM usage. In section 4 we present
the algorithmic model for the estimation of this
efficiency coefficient in different project situations,
which is based on structuring and analysing of
domain-specific knowledge about interconnected
and complex data resources, expert methods and
metrics. Section 5 presents the first implementa-
tion issues and results of the test-cases to prove the
proposed approach. In section 6 the article con-
cludes with a short summary and with an outlook
on next steps to be done.

2 Software Product Lines Development
with Domain Modelling: Related Work
and Open Problems

2.1 Typical Structure and Features of
Software Product Lines

Considering typical SPL structures (can be found
in Klaus (2016)), usually its software components
can be categorized into three main groups (see
Figure 1), namely:

i constant components, which form so-called
core of SPL;

ii variable components that already exist, and
which can be customized for the specific usage
with special features as a part of this SPL;
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iii new components that have to be developed
additionally in this SPL, taking into account
new customer’s functional requirements etc.

Figure 1: Reference SPL structure

Summarizing the research presented in Nagesh
and Vivek (2016), components of any SPL can be
divided into their three main types (i) – (iii) in the
following way (see Figure 1):

- constant components (group i): they are the
components, that have a number of functional
changes not higher than 25%;

- variable components (group ii): these compon-
ents have a number of functional changes within
range of 25% - 75%;

- new components (group iii): they represent the
components, that have a number of functional
changes more than 75%.

Main problems of development and efficient
SPL implementation are considered by many ex-
perts, e. g. in Pohl et al. (2010); Perovich et al.
(2009); Bayer et al. (2004), and the relevance of
those works proved by a representative interna-
tional scientific and practical conference: The
Software Product Line Conference (n.d.) (SPLC),
which has been held annually for more than 20
years. So, in particular, among these problems the
following can be identified:

- design and evaluation of SPL reference archi-
tectures,

- development of CASE-tools and code frame-
works for SPL implementation and mainten-
ance,

- advanced requirements management in SPL
development,

- transformation legacy software into new SPL,
and some others.

At the same time, the provided analysis of the
obtained results in the SPL problem domain shows,
that the following important issues still remain
insufficiently elaborated, namely:

- building of quantitative metrics for SPL com-
ponents complexity assessment, which have an
impact on the degree of code reuse extent;

- determination of structural and functional com-
plexity of a DM which is further used for code
generation in the SPL development;

- elaboration of approaches to effectiveness es-
timation of alternative DMM usage in order to
improve the quality of SPL construction.

These problems are considered more detailed in
the following sections.

2.2 Classification of Domain Modelling
Methods

During the last 10-15 years a lot of different do-
main modelling methods (DMM) were developed
(Ferré 1999; Kelly and Tolvanen 2008). Despite
of their differences from the design point of view,
the most suitable way to classify DMMs, is to
consider them by type of phases / artefacts to be
reused in a software development process. Based
on this suggestion, the following groups of these
methods should be considered (see Figure 2):

1. DMM for requirements reusing;
2. DMM for architectures reusing;
3. DMM for assets reusing;
4. DMM for component reusing.

Taking our main research goal into account: to
identify the effectiveness of different DMM usage
in the SPL development, we have to consider the
methods from two similar groups more detailed:
(1) and (3) respectively. Therefore, two appro-
priate methods, namely JODA and ODM were
chosen and briefly presented below. The JODA
method (Joint integrated avionics Object oriented
Domain Analysis (Ferré 1999)) uses an object -
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Figure 2: Taxonomy of domain modelling methods.

oriented approach to cover the domain analysis
phase, and includes the following processes:

• Domain data preparation: identification and
gathering of appropriate data sources, refer-
ences and software artefacts, which are relevant
for a given domain.

• Domain scope definition: elaboration of dia-
grams for higher-level entities, identify of
generalization-specialization, aggregation and
other relations within domain, build a domain
glossary.

• Domain modelling: identification, definition
and modelling several domain scenarios in order
to group domain-specific objects and activities
to represent them in next domain engineering
process.

The ODM method (Organizational Domain
Modelling (Ferré 1999)) systematically supports
the mapping of domain-specific artefacts into re-
usable assets, that can be reused in future software
development activities. This approach includes
the following phases:

• Plan domain engineering: this one is focused
on understanding stakeholders and defining the
domain analysis scope.

• Domain modelling: it concerns collecting and
documenting the domain-specific information
resources which are relevant for future reusing.

• Domain assets base: the final phase of the ODM
method that supposes defining the project scope,
creating (choosing) system architectures and
implementing a physical asset base for the given
domain.

In order to support all main phases / activit-
ies with any DA&DSM method the appropriate
CASE-tool has to be used, and a short overview
of them is given in the next paragraph.

2.3 Comparative Analysis of Domain
Modelling CASE-tools

Generally, visual modelling tools in Software En-
gineering have evolved a lot in recent years. One
of the new trends in this domain is the transition
from unified modelling environments like UML
or SysML (OMG 2010), to domain-specific mod-
elling (DSM) languages and tools, e.g. WebML,
SoaML, and some others (Reinhartz-Berger 2013).
These DSM - approaches allow developers to
design and to analyse software in terms of a tar-
get problem domain, and finally to generate an
application source code in different programming
languages based on high-level requirements spe-
cifications. It is to mention that existing CASE-
tools for DSM are quite varied in their capabilities,
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and for comparing them, it is necessary to choose
a set of criteria. Obviously there are a lot of differ-
ent ways to define such criteria configurations, but
generic enough and in the same time a practice-
oriented one is the following list of criterion: a
possibility to generate code by domain model, a
possibility to build model by code, and last but
not least mandatory license. The appropriate data
about wide-used CASE-tools to support DMM
are shown in Table 1.

Table 1: Results by comparative analysis of domain
modelling CASE-tools

Generate
code
by model

Build
model
by code

Mandatory
license

Eclipse
Modeling
Framework

+ - +

Rational Rose + + +
FeatureIDE + + -
Visual
Paradigm + + ?

Actifsource + + -

The legend here is the follows: "-" means "is
not available"; "+" means “is available for free”;
and "?" means “a proprietary license is needed”.

Taking into account the data presented in Table
1 as the dedicated CASE-tools for future DM
implementation the Actifsource and Eclipse Mod-
eling Framework (EMF) were chosen.

3 Research Methodology Outline
3.1 Variability Issues in Domain

Modelling: A Conceptual Scheme
Nowadays DDD in considered as a recognized
methodology to build a complex software in dif-
ferent application areas with respect to this im-
portant challenge: to provide a high level of assets
reusability in a given project. Although main
essential advantages and limitations of DDD are
already discussed intensively in many recent pub-
lications, from our point of view the positive
core of the DDD-methodology can be emphasized
once again if we consider an analogy between the

DDD-approach in software development and the
well-known 3-level vision about data representa-
tion in database development (Batini et al. 1992)
(see Figure 3).

Figure 3: 3-level scheme in DDD approach.

Note that, according to this vision about the
DDD approach for the one and the same domain
model (at conceptual modelling level), a lot of
different of its realizations (at the logical model-
ling level) can be constructed. And for each of
them an appropriated code framework might be
generated finally (at the physical modelling level)
using CASE-tools. In fact, in this scheme we are
facing with a variability problem (see in Figure
3 "Variability point 1" and "Variability point 2"),
which is now one of the main challenges in modern
software development (Capilla et al. 2013).

3.2 An Approach to Effectiveness
Estimation of Domain Modelling
Methods (DMMs): Heuristic Rules
and Formalization

In order to evaluate an influence of different factors
on effectiveness of DMM usage within a SPL de-
velopment framework, it is necessary to take a
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large number of complicated and poorly formal-
ized information processes and objects into ac-
count. This is the reason why we propose to
develop an appropriate algorithmic model for this
purpose (Patdar 2014). The methodological basis
for constructing this model is the following system
of five heuristic assumptions, which were formu-
lated based on the study of modern information
sources and the generalization of our own experi-
ence in software development using the methods
of domain modelling, namely:

Assumption 1. There exists a certain set of do-
main modelling methods (set M):

(DM M)i ϵ M, i = 1, 2, 3... (1)

where DMM (DomainModelingMethod) is an
identifier denoting a separate method, that can be
used to construct an appropriate DM. There also
exists the set of relevant technologies T:

(DMT)j ϵ T, j = 1, 2, 3... (2)

where DMT (DomainModelingTechnology) is
an identifier denoting a particular technology (with
a CASE-tool) for implementing the appropriate
DMM.

As a result of the application of a particular
DMM with the corresponding DMT, the target
DM from the set D can be constructed for the
given UoD:

(DM)i, j ϵ D, (3)

where (DM)i, j is a domain model obtained as
a result of the application of the i-th DMM and
j-th DMT respectively.

Assumption 2. All DM from the set D have
different complexity levels, so there is such a
mapping ρ:

p : D → DMC, (4)

where DMC (DomainModelComplexity) is a
set of possible values of the quantitative level of
structural and functional complexity of domain
models.

Assumption 3. Based on each DM from a set D,
an appropriate generated code framework can be
obtained, so there is such a mapping φ:

φ : D → GCF, (5)

where GCF (GeneratedCodeFramework) is a
set of program code frames that can be used for
the construction of SPLs.

Assumption 4. All generated code frameworks
from a set GCF have different code reusability
extents (CRE), so there is such a mapping σ

φ : GCF → CRE, (6)

where CRE is a set of possible values of pro-
gram code reusability extent.

Assumption 5. The efficiency coefficient of a
certain DMM usage in SPL development can be
defined as the ratio of the code reusability extent
received using this DM, to the level of its structural
complexity, namely:

(K)E f f

[(DM)i, j, (GCF)i, j
]
=

(CRE)i, j
(DMC)i, j (7)

where (K)E f f is an efficiency coefficient, and
the variables (CRE)i, j and (DMC)i, j are defined
by expressions (6) and (4).

3.3 Analysis of Relationship Between
Software Quality Attributes,
Complexity Metrics and Rate of
Software Code Reuse

We have already shown, that the DDD approach for
software development assumes a reuse of different
project artefacts, which improves software quality
attributes. A variety of projects asset types and
their complex and hardly formalized relationships
make quantitative analysis practically infeasible.
Therefore, it defines a sophisticated and actual
task in software engineering (see Sommerville
2011). In order to structure reusable artefacts
and perform their qualitative analysis, the article
proposes to use mind maps (Guerrero and Ramos
2015), which unlike more formalized approaches
(such as UML, IDEF0, etc.) allows to represent
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Figure 4: Software reuse artefacts.

in any UoD conceptual entities and their semantic
relationships of any nature. The ideas about gen-
eral classification and analysis of software reuse
factors may be concluded from research performed
in (Paliwal and Shrivastava 2014) and they are
depicted as the mind map in Figure 4.

The following entities and their relationships,
which qualitatively represent the software reuse
process, are shown: Development Scope defines
the source of reusable components (e.g., from the
same project or not); Approach defines technical
methods to be applied for the software reuse imple-
mentation; Domain Scope defines where software
reuse takes place (e.g., within the same software
family or between different ones); Management
defines how a systematically software reuse pro-
cess occurs; Reused entity defines the object type
to be reused.

The next step in this research is to perform a
qualitative analysis of relationships between soft-
ware reusability and software quality attributes as
maintainability, adaptability and understandabil-
ity, as well as software structural complexity. The
corresponding mind map for their qualitative ana-
lysis is presented in Figure 5. We may conclude
that aforementioned software quality attributes,
and therefore its ability for reuse, significantly
depends on structural software complexity. For an
object-oriented approach, it may be defined with

the help of well-known metrics (Tkachuk et al.
2016a) as depicted on Figure 5.

Moreover, Preschern et al. (2014) define a cor-
relation between the rate of software reuse and
metrics such as DIT, RFC, NOC, CBO and WMC,
where:

- DIT (Depth of Inheritance Tree) is defined as
the longest path to the current class from the
parent class in the class hierarchy.

- RFC (Responses For a Class) is the number of
methods, which may be called from an object
of the class.

- NOC (Number Of Children) is the number of
direct subclasses of the class.

- CBO (Coupling Between Object classes) shows
interaction between objects and defines a num-
ber of other related classes excluding subclasses.

- WMC (Weighted Methods per Class) is defined
as a sum of all class methods, where each
method is assessed by its cyclomatic number.

We have to note (Tkachuk et al. 2016a), that
there is still a lack of comprehensive analysis
in which way the different DMMs influence the
complexity of source program code generated
basing on an appropriate DM within the DDD
software development. Therefore, it is crucial task
to identify this correlation in order to reduce costs
for DDD-oriented software projects and especially
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Figure 5: Quality attributes, metrics and their influence on the software reuse process

for SPL development. Consequently, taking the
analysis results of relationships between quality
attributes into account, complexity metrics and
software code reuse artefacts shown in Figure
4 and Figure 5, we are able to provide the SPL
development approach. It utilizes methods and
tools for domain modelling support and uses a
source code reusability extent as an effectiveness
measurement criteria.

3.4 Cybernetic-based Technological
Scheme for Software Products Line
Development with Usage of DMM

The proposed schema for constructing a SPL,
structured as an automated control system with
a feedback loop, is finally given on Figure 6. Its
main functional modules cooperate in the follow-
ing manner:

- an initial description of a given UoD in the
form of business requirements (as User Stor-
ies) to functionality of a target SPL serves as
informational basis for building a DM on the
conceptual level;

- DMMs (e.g., FODA, JODA, ODM, etc.) and
appropriate CASE-tools or domain modelling
tools (DMT), such as e.g. FeatureIDE, Actif-
source etc., allow to provide a DM realization
(DMR);

- a generated code framework (GCF) can be de-
rived based on DMR, and after some changes
(e.g., via code refactoring, applying code pat-
terns, etc.) it should be used to build compon-
ents of a target SPL;

- an efficiency coefficient (see formula (7)), which
is used in the feedback control loop, allows us
to analyse the domain modelling quality, and to
make decisions how to choose the appropriate
DMM and CASE-tool for the development of a
target SPL.

It is worth to note, that the schema proposed in
Figure 6 allows us also to use also other metrics
than the proposed efficiency coefficient, in order
to perform the analysis of various SPL implement-
ations, and therefore may be seen as improvement
of existing methods for solving variability issues in
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Figure 6: The proposed technological scheme.

software development with usage of an alternative
DMM.

4 Algorithmic Model for Effectiveness
Assessment of Domain Modelling
Effectiveness

4.1 Definition of the Proposed
Algorithmic Model

The functional dependence given with formula
(7) can not be obtained analytically, therefore,
for its investigation, it is necessary to develop a
collection of information models, methods and
metrics. The corresponding algorithmic model
(AM) allows us to present all these components
in a formalized way, and it can be presented as
follows:

AM = ⟨In f oBaseWorkFlow(Methods),
Metrics⟩ (8)

where InfoBase is an information basis of the
AM, WorkFlow(Methods) is a set of algorithms

(WorkFlow) that implement the appropriate meth-
ods (Methods) for assessing the effectiveness of
DMM usage, and finally Metrics is a collection
of metrics that are used in the corresponding al-
gorithms of the AM model. The information basis
of the algorithmic model AM can be presented in
the form of the following tuple:

In f oBase = ⟨M,T,D⟩ (9)

where M is a set of methods of DM given in
formula (1), T is a set of implementation technolo-
gies from formula (2), and D is a set of DM given
in formula (3).

The collection Methods for evaluating the ef-
fectiveness in expression (8) includes:

• the method to determine the code reuse extent
of the program code, which is proposed in
Tkachuk et al. (2016a);

• the method to estimate the complexity level of
a DM, which is given by the expression (4) and
is discussed in more detail below.
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Finally, the collection Metrics from expression (8)
consists of:

- metrics for evaluating the structural complexity
of the program code (Paliwal and Shrivastava
2014), which are used to analyse the frames
generated with the help of the corresponding
DM from expression (5);

- metrics for assessing the code reusability extent
(Nandakumar 2016), that should be used to
construct the corresponding SPL;

- metrics for complexity estimation of the DM
(Preschern et al. 2014; Poels et al. 2001) from
the set D given by expression(4);

- metrics to define an effectiveness coefficient
of the DMM usage in the SPL development or
maintenance given by expression (7).

The next step in the proposed approach is the
direct development of a method for determining
the complexity of DM.

4.2 Method for Estimation of Domain
Model Complexity

Current publications show, that the problem of DM
structural complexity assessment is very relevant
both for stand-alone software systems, and for
SPL and SSF development. Thus, in Preschern
et al. (2014) the approach for an evaluation of
DM complexity is proposed, that takes all its main
structural components into account, namely:

• a number of DM objects types (#OT),
• a number of links between these objects (#ED),

and
• a number of operations defined on them (#DO).

Further, the overall DM structural complexity
index CD is considered as the ratio of existing
associations to the number of object types: CD =
(#ED) / (#OT), but at the same time the number of
operations (#DO) is not taken into account while
calculating CD and becomes a separate indicator
of the DM complexity.

So, this approach does not allow to evaluate
comprehensively the corresponding DM complex-
ity. In Poels et al. (2001) a DM complexity prob-
lem is considered more detailed. Based on the
methodology GOPPRR (Graph-Object-Property-
Port-Role-Relationship) for evaluation of indi-
vidual structural units of a DM, the authors offer
their expressions for quantitative estimations:

(C)inter f ace = #Relationship + #Role+

+#Constraints,

(C)element = #Objects + #Ports,

(C)property = #Properties,

(10)

where (C)inter f ace , (C)element , (C)property
are the quantitative indicators of complexity for
structural DM elements. For a final evaluation of
DM complexity the use of the following expres-
sions is suggested:

(C)Overall = (C)inter f ace + (C)element+

+(C)property
(11)

However, at the same time this method does not
take the functional DM complexity into account,
but evaluates only its structure complexity.

Taking aforementioned disadvantages of exist-
ing methods for DM complexity assessment into
account, it is necessary to propose an integrated
approach to structural and functional model com-
plexity estimation, which will allow to obtain a
single integral index for this purpose.

In Tkachuk et al. (2016b) an approach for com-
plexity of architectural model assessment in soft-
ware systems is defined, that was developed us-
ing post object-oriented technologies (POOT). It
provides a possibility to build analytical expres-
sions to assess the common complexity of different
POOT architectures based of their specific com-
ponents and corresponding weight coefficients,
which can be obtained with elaborated expert-
oriented procedures. In our opinion, the similar
approach can be applied to DM complexity assess-
ment as well. In this way, we propose to introduce
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formalized definitions for all major artefacts while
constructing an appropriate DM. The small ex-
ample of such a DM (as a fragment) is shown in
Figure 7.

Figure 7: A fragment of a DM to be assessed

Definition 1. A Domain Model (DM) is a tuple:

DM = ⟨C, R⟩ (12)

where C is a set of classes, and R is a set of
relationships between them.

Definition 2. Any class ckϵC is a tuple:

ck = ⟨P(k), F(k)⟩ (13)

where P(k) =
{
p(k)i

}
, i = 1, n is a set of class‘’s

properties; F(k) =
{

f (k)j

}
, j = 1,m is a set of

functions (or methods) of a given class, which
represent its functional content.

Definition 3. A set of links R between elements
of the DM is a tuple:

R =
{(r)i, j} (14)

where ri, j is the connection between classes i
and j in this DM. At the same time, each element
of the set R refers to one possible element in the
set RT.

Definition 4. A set RT defines all types of rela-
tionship which can be defined between different
classes:

RT = {As, Ag,Cm, In} (15)
where As is the name of the Association, Ag is

the name for the Aggregation, Cm is the name for
the Composition, and In is the name for Inheritance
relationships in a given DM.

In (Kang et al. 2004) a quantitative analysis was
carried out to estimate the impact of these types
of relationships on an objects behaviour in the
corresponding DM. Analytically, this dependence
can be expressed in the following way:

(H)As < (H)Ag < (H)Cm < (H)In (16)

where (H)As, (H)Ag, (H)Cm, (H)In are the coef-
ficients of the influence degree for the correspond-
ing type of communication on the overall DM
complexity. The proposed method realizes the
mapping ρ (see the expression (4)), that in turn
supposes to provide the following calculations:

1) the complexity value for each class included
in a given DM,

2) the complexity value for all relationships
between classes in this DM,

3) the overall complexity value for a given DM.

The appropriate weight coefficients for each
type of DM components to be assessment can be
determined in an expert-centred way, e. g. using
the analytical hierarchy method (Saaty 2000). The
steps (1)-(3) are presented below in more details.

Step 1. Calculation of the complexity for each
class. As the influence of functional class prop-
erties on the overall DM complexity is more im-
portant, the complexity of each DM class can be
obtained using the following expression:

CC = 0.3 × PC + 0.7 × FPC, (17)
where CC (ClassComplexity) is a parameter

that determines quantitatively the overall struc-
tural and functional class complexity; PC (Proper-
tyComplexity) is a parameter that determines the
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complexity of class properties (structural complex-
ity); FPC (FuncPropertyComlexity) is a parameter
that determines the complexity of functional prop-
erties of a given class (the behavioural complexity
of a class). Similarly, a quantitative impact on
class complexity (its atomic attributes), and their
collections cen be represented by the following
expression:

PC = 0.4 × #STP + 0.6 × #CTP, (18)

where #STP (SimpleTypeProp) is a number
of properties counted for any "simple" types (no
collections), #CTP (CollectionTypePrperty) is the
number of properties counted for any collection
types. The definition of any DM provides its func-
tions signature only (without their implementation
details). For this reason, it is enough to calculate
their number for the determination of their impact
on the overall separate class complexity. By this
fact, the following expression is offered:

FPC = #FP, (19)

where #FP (FunctionalProperty) is the number
of functional properties of the class (operations).

Step 2. Calculation of the complexity for each
relationship According to expression (14) follow-
ing weighting factors for each DM class connec-
tion types can be determined:

(W)As = 0.1, (W)Ag = 0.2,
(W)Cm = 0.3, (W)In = 0.4

(20)

Given the expression coefficients from (18) the
overall connections complexity of a certain DM
can be calculated using the following expression:

RC = (W)As × (#As) + (W)Ag × (#Ag)+
+(W)Cm × (#Cm) + (W)In × (#In) (21)

where RC (RelationalComplexity) is a para-
meter, that determines the overall link complexity
of DM; #As (AssociationRelation) is the num-
ber of association type connections; #Ag (Ag-
gregationRelation) is the number of aggregation

connections, #Cm (CompoistionRelation) is the
number of composition connections; and #IR (In-
haritanceRelation) is the number of inheritance
connections.

Step 3. Structural and functional DM com-
plexity Calculation. For the final evaluation of
structural and functional DM complexity, we sug-
gest the following expression:

DMC = 0.7 × #Class × CC + 0.3 × RC (22)

where DMC (DomainModelComplexity) – is
a parameter, that represents the overall structural
and functional DM complexity and #Class – an
amount of DM classes. The analytical expressions
(12) – (22) define an algorithm for implementing a
method which determines structural and functional
DM complexity, which is a component of the
algorithmic model AM given by expression (8).

4.3 Method for the Assessment of Code
Reusability Extent

In Tkachuk et al. (2016a), an approach for the
assessment of code reusability extent (CRE) is
proposed, which is generated using DMM and
appropriate CASE-tools. This method has three
main phases, namely: 1) elaboration of a DM
based on the UoD description using initial busi-
ness requirements, e.g. given in form of user
stories; 2) evaluation of source code complexity
by using the OOP code metrics mentioned before;
3) calculation of a target CRE in form of their
summarized values with weighted coefficients,
which have to be defined using, e. g. the analytical
hierarchy method. As a result, the following ana-
lytical expression was obtained to determine the
integrated value of CRE:

CRE = 0.12 × W MC + 0.04 × RFC

+0.27 × DIT + 0.36 × NOC+

+0.21 × CBO

(23)

where WMC, RFC, DIT, NOC and CBO are the
OOP code complexity metrics mentioned before
(see in section 3.3 for more details).
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5 Feasibility Study of the Proposed
Approach: Implementation Workflow
and Experimental Results Discussion

5.1 Workflow for the Implementation of
the Proposed Approach

Based on the algorithmic model represented by
expression (8), taking the collection of its compon-
ents defined by (9) – (14) into account, and using
the method for structural and functional DM com-
plexity evaluation, which was presented by (15)
– (22), it is possible to elaborate a procedure for
the determination of an effectiveness coefficient
of the DMM usage given in formula (7). This
procedure is presented in form of an UML activity
diagram in Figure 8.

Figure 8: Workflow for the proposed approach.

According to expression (7), for the definition
of (K)E f f it is necessary to calculate two variables:
CRE and DMC respectively. The activities needed
to calculate the DMC parameter is described in the
previous section. The activity «Obtaining gener-
ated code framework GCF» realizes the mapping
φ(see expression (5)), and it can be provided with

help of appropriate domain modelling tools (see
in Section 2.3). Further, the activity «Calculation
of code reusability extent CRE» (see expression
(6)) realizes the mapping σ, using the appropriate
metrics given in formula (21).

5.2 Use case Domain Models and
Experimental Results Discussion

To test the proposed approach, two use case DMs
were developed for the UoD «Students Personal
Data Processing in Education Management Sys-
tem» using two alternative DMMs: ODM (Or-
ganizational Domain Modeling) and JODA (Joint
integrated avionics Object oriented Domain Ana-
lysis), which can be implemented using CASE
- tools as EMF (Eclipse Modeling Framework)
and Actifsource (see sections 2.2 and 2.3). The
example of generated Java-source code in Figure
9, and the DM elaborated for JODA / Actifsource
technology is presented in Figure 10.

This Java - code contains two packages of
classes: student.javamodel (provides the imple-
mentation and interfaces) and student (realizes
the additional resource classes).

Figure 9: Generated code framework (GCF).
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Figure 10: The example of JODA / Actifsource domain model

According to the proposed procedure for effi-
ciency coefficient calculation (see Figure 8), it
is necessary to get such DM characteristics as
DMC and CRE: see formulas (22) and (23). The
appropriate experimental data obtained based on
the elaborated DM using the JODA / Actifsource
tool are presented in Table 2 and Table 3, and for
the ODM / EMF tool in Table 4 and Table 5.

Table 2: DM classes complexity assessment for JODA
/Actifsource realization

Class #STP #CTP #FP
1 Student 6 2 2
2 StudentAddress 7 0 0
3 SturdentFeature 4 0 0
4 StudentCareer 6 0 1
5 StudentClass 5 0 1
6 CampusAsignement 5 0 1
7 Function 0 0 0
8 AbstractFunction 0 0 0
9 JavaFunction 0 0 0∑ 33 2 5

Table 3: DM relationships complexity assessment for
JODA / Actifsource implementation

Association 8
Aggregation 1
Composition 1
Inheritance 2

Table 4: DM classes complexity assessment for ODM
/ EMF implementation

Class #STP #CTP #FP
1 Student 6 2 2
2 StudentAddress 7 0 0
3 SturdentFeature 4 0 0
4 StudentCareer 6 0 1
5 StudentClass 5 0 1
6 CampusAsignement 5 0 1∑

33 2 5
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Table 5: DM relationships complexity assessment for
ODM / EMF implementation

Association 3
Aggregation 0
Composition 2
Inheritance 0

Based on the parameters presented in the Tables
2-5 and using the formulas (16) – (22) the follow-
ing values for the elaborated DM were obtained:

for JODA / Actifsource realization
PC(JODA/Acti f source) = 0.4 ∗ 33 + 0.6 ∗ 2 = 14.4
FPC(JODA/Acti f source) = 5.0
CC(JODA/Acti f source) = 0.3 ∗ 14.4 + 0.7 ∗ 5 = 7.82
RC(JODA/Acti f source) = 0, 1 ∗ 8 + 0.2 ∗ 1 + 0, 3 ∗ 1+
0, 4 ∗ 2 = 2, 1
DMC(JODA/Acti f source) = 0.7 ∗ 9 ∗ 7.82 + 0.3 ∗ 2.1
= 49, 9

for ODM/EMF realization
PC(ODM/EMF) = 0.4 ∗ 33 + 0.6 ∗ 2 = 13.2 + 1.2 = 14.4
FPC(ODM/EMF) = 5.0
CC(ODM/EMF) = 0.3 ∗ 14.4 + 0.7 ∗ 5 = 4.32 + 3.5 = 7.82
RC(ODM/EMF) = 0, 1 ∗ 3 + 0.2 ∗ 0 + 0, 3 ∗ 2 + 0, 4 ∗ 0 = 0, 9
DMC(ODM/EMF) = 0.7 ∗ 6 ∗ 7.82 + 0.3 ∗ 0.9 = 33.11

At the same time, it is necessary to get the values
of code reusability extent (CRE) for these two
alternative DMs. To calculate CRE, formula (23)
should be used after the appropriate OOP metrics
were defined (see Tkachuk et al. 2016a for more
details), and the following values of the CRE were
obtained:

CRE(JODA/Acti f source) = 7.78
CRE(ODM/E MF) = 16.67

Using expression (7), the final values of effi-
ciency coefficients for the tested DMs are calcu-
lated (see Table 6).

In graphical representation, these results are
shown in Figure 11.

Table 6: Efficiency coefficients values obtained

CRE DMC (K)e f f
JODA / Actifsource 7,78 49.90 0.156
ODM / EMF 16,67 33.11 0.503

Figure 11: Graphical interpretation of the results
obtained.

Based on this feasibility study we can conclude,
that domain modelling with usage of ODM / EMF
technology provides a higher rate of efficiency
in comparison with the JODA / Actifsource tool,
and these results should be taken into account for
domain-driven development of a target software
product line.

6 Conclusions and Future Work
In this paper we have considered essential aspects
of domain-driven development (DDD), and espe-
cially, the usage of domain modelling methods
(DMM) in modern software engineering with re-
spect to the improvement of software quality, and
as a way to develop software product lines (SPL).
To emphasize advantages of DDD and DMM us-
age, a 3-level design scheme is proposed, that
reflects variability issues in this framework. Ac-
cording to this metaphor, the main attention is
paid to the phases of logical domain modelling
level and to physical modelling, with usage of
two alternative DMM-methods: JODA and ODM
approaches. The algorithmic model for an effi-
ciency coefficient estimation of alternative DMM
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usage is proposed, which utilizes structured data
resources, expert methods and metrics used in the
SPL development process. A feasibility study for
the proposed approach was performed, and the
obtained experimental results are shown, which
can be useful in the development of a target SPL.

In future, we are going to construct a more
sophisticated collection of software complexity
metrics, e. g. to take the metrics of relationships
between packages into account, and to improve
the prototype of our software tool to support the
proposed evaluation approach.
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Abstract. Feature models are a means to represent software variability. Due to their logical grounding, such
representations allow for automated reasoning about specific model properties. In this article, we show
how the concepts of conflict detection and model-based diagnosis can be applied to analyse and improve
the quality of a feature model. The example feature model used in this context is based on the variability
information of a real-world event management environment.
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1 Introduction
Requirements Engineering (RE) is considered as
a crucial phase in software development (Kop
and Mayr 1998; Leffingwell and Widrig 2003;
Mayr and Kop 2002; Mayr et al. 2007). Low
quality requirement models can trigger enormous
follow-up costs manifested, for example, in terms
of re-design needs, re-implementation, debugging,
and testing. A specific task in the RE context is
to model software variability (Benavides et al.
2010; Kang et al. 1990; Thum et al. 2009), i. e.,
which combinations of components are allowed
when delivering a software. Feature models are
an approach to variability modelling especially
developed to support the construction of software
product lines (Kang et al. 1990). Due to the
increasing complexity of feature models, the iden-
tification of inconsistencies becomes a challenging
task. In this article, we discuss concepts that sup-
port the engineering of feature models on the basis
of consistency-based analysis approaches, more
specifically, conflict detection (Junker 2004) and
model-based diagnosis (Reiter 1987). These ap-
proaches support the automated identification of
inconsistencies in feature models and can be used
for further purposes such as automated testing and
debugging, redundancy detection, and software

* Corresponding author.
E-mail. alexander.felfernig@ist.tugraz.at

quality improvement related activities (Felfernig
et al. 2014).

Feature models can be distinguished with regard
to the degree of expressiveness of feature represent-
ations and corresponding constraints (Benavides
et al. 2010). Basic feature models (Kang et al.
1990) allow the definition of basic relationships
between features, for example, the inclusion of
a specific feature x excludes another feature y.
Cardinality-based feature representations (Czar-
necki et al. 2005) additionally allow the definition
of cardinalities of relationships (in basic models,
the upper bound of cardinalities is 1). Finally,
extended feature models allow the definition of
feature properties represented as feature attributes
(Batory 2005). Without loss of generality, our
examples are based on basic feature models. The
presented concepts can also be applied to the ad-
vanced feature model types introduced in (Batory
2005; Czarnecki et al. 2005).

Designing feature models is an error-prone
activity that results from a cognitive overload of
engineers engaged in the development and main-
tenance of such models (Benavides et al. 2013).
Artificial Intelligence (AI) techniques can support
the identification of different types of inconsist-
encies in an automated fashion (Benavides et al.
2010). Inconsistency identification and resolution
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techniques for feature models have been intro-
duced, for example, by (White et al. 2010) where
dead features are interpreted as a model anomaly (a
feature part of a model that can never be included
in a configuration). In this context, feature models
are translated into corresponding constraint-based
representations (Tsang 1993) and the identific-
ation of dead features is directly encoded as a
constraint satisfaction problem. An overview of
different types of model anomalies that can occur
in feature models is provided in (Benavides et al.
2010). These anomalies are also the basis for the
discussions in this article.

Feature models can be regarded as specific type
of configuration models (Felfernig et al. 2014)
represented, for example, in terms of constraint
satisfaction problems (Tsang 1993). The diagnosis
of inconsistent constraint-based representations
has first been introduced in (Bakker et al. 1993)
where inconsistencies in constraint models are
resolved on the basis of the concepts of model-
based diagnosis (Reiter 1987). This work has been
extended to test scenarios where diagnoses are
calculated on the basis of a given set of test cases
(Felfernig et al. 2004). This approach is based on
the idea of the identification of minimal conflict
sets (Junker 2004) and their resolution based on the
concept of a Hitting Set Directed Acyclic Graph
(HSDAG) (Reiter 1987). More recent approaches
to model-based diagnosis omit the calculation
of conflict sets and directly determine minimal
diagnoses (see, e.g., Felfernig et al. 2018).

In this article, we focus on aspects related to the
identification of erroneous constraints in feature
models. In this context, our major contributions
are the following. On the basis of a formalization
of feature models as constraint satisfaction prob-
lems, we discuss different types of inconsisten-
cies that can occur in feature model development.
Second, we show how these inconsistencies can
be localized on the basis of the concepts of con-
flict detection and model-based diagnosis. Finally,
we discuss open issues for future research. Our
examples are based on a feature model derived
from a commercial event management software.

The remainder of this article is organized as
follows. In Section 2, we introduce a feature
model from the EventHelpr1 environment.
This model serves as a working example through-
out this article. In Section 3, we sketch logic
approaches to detect and resolve inconsistencies.
In Section 4, we introduce and formalize differ-
ent types of inconsistencies that can occur when
developing feature models. Ways to resolve in-
consistencies in our example feature model are
discussed in Section 5. Section 6 provides a dis-
cussion of different open research issues. This
article is concluded with Section 7.

2 Example Feature Model and Semantics
A feature model defines a complete set of allowed
configurations, i.e., the combinations of features
that can be jointly included in a configuration. The
modelling concepts that can be used to build fea-
ture models are: features, relationships between
features (represented as constraints), and so-called
cross-hierarchy constraints (Kang et al. 1990). For
a detailed discussion of feature modelling tech-
niques we refer to (Batory 2005; Czarnecki et al.
2005; Kang et al. 1990).

Since feature models are a basic mechanism
to define variability properties, we can interpret
these models as configuration knowledge bases
(Felfernig et al. 2014). Features are the structural
elements of feature models. They can be either
included in or excluded from a specific configura-
tion. Each feature is associated with the domain
{true, false} where true specifies feature inclu-
sion (into a corresponding configuration) and false
defines feature exclusion. Features are connected
via constraints (partially defined by relationships)
that specify additional restrictions on possible
combinations of features. In the following, we
introduce six different types of constraints that are
typically used in feature modeling: mandatory,
optional, alternative, or, requires, and excludes.

The formalization of these constraints is a basis
for performing automated reasoning on feature
model properties. Feature configuration tasks can

1 www.eventhelpr.com.
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be formalized as Constraint Satisfaction Problems
(CSPs) (Tsang 1993) as follows (see Definition 1).

Definition 1 (Feature Configuration Task). A
feature configuration task can be defined by a triple
(F,D,C) where F represents a set of features and
each feature fi ∈ F has an associated domain
dom( fi) ∈ D = {true, f alse}. Finally, FM ∪
CREQ represents a set of constraints ci ∈ C where
FM are domain model constraints contained in
the feature model and CREQ is a set of customer
requirements used to specify customer-specific
requirements with regard to a feature configuration
(FM ∪ CREQ = C).

Based on a feature configuration task definition,
different configurations can be determined. A
feature configuration (solution to a feature config-
uration task) can be defined as follows.

Definition 2 (Feature Configuration). A feature
configuration is a complete set of value assign-
ments (val( fi) ∈ {true, f alse}) to features fi ∈ F.
A feature configuration is consistent, if the value
assignments are consistent with the constraints
in C. Furthermore, it is regarded as valid if it
is consistent and complete (each variable has a
corresponding value assignment).

Constraint Types. The following six constraint
types are often used to build feature models
(Benavides et al. 2010). An example of a fea-
ture model using these constraint types is depicted
in Figure 1. In the following, we define the se-
mantics of these constraint types.

Mandatory. A feature f2 is in a mandatory
relationship with feature f1 if whenever f1 is part
of the configuration, f2 must be part of the config-
uration (and vice-versa). On the logical level, this
property can be defined in terms of an equivalence,
i. e., f1 ↔ f2. An example of a mandatory rela-
tionship in Figure 1 is the participation feature:
in any case, the type of participation in an event
has to be defined.

Optional. A feature f2 is in an optional relation-
ship with feature f1 if whenever f1 is part of the
configuration, f2 can be part of the configuration.
Vice-versa, if f2 is part of the configuration, f1
must be included. On the logical level, this prop-
erty can be defined in terms of an implication, i.e.,

f2 → f1. An example of an optional relationship
in Figure 1 is the content feature: sending emails
and uploading photos is considered as optional in
every EventHelpr instance.

Alternative. This type of relationship specifies
an "xor" semantics, i. e., exactly one of a given
set of features has to be included in a configura-
tion. Given a feature f1 and a set of sub-features
{ f11, f12, .., f1n}, the alternative relationship can
be formalized as follows: f1 = true ↔ (( f11 =

true ∧ f12 = f alse ∧ .. f1n = f alse) ∨ ( f12 =

true ∧ f11 = f alse ∧ .. f1n = f alse) ∨ ...)). An
example of an alternative relationship depicted
in Figure 1 are the two participation subtypes
(invitation & login, no login needed).

Or. This type of relationship specifies an "or"
semantics, i. e., at least one of a given set of
alternative features has to be included in a config-
uration. Given a feature f1 and a set of sub-features
{ f11, f12, .., f1n}, the or relationship can be formal-
ized as follows: f1 = true ↔ f11 = true ∨ f12 =

true ∨ .. f1n = true. An example of an or rela-
tionship depicted in Figure 1 is the inclusion of
notification mechanisms, i.e., the sub-features of
the notification feature.

Requires. This type of relationship specifies a
"requires" semantics, i. e., the inclusion of a feature
f1 requires the inclusion of a feature f2 ( f1 → f2).
An example of a requires relationship depicted
in Figure 1 is the needed inclusion of emails and
postings as a precondition for the feature new
postings notification. Requires relationships are
regarded as one type of cross-tree constraint.

Excludes. Such a relationship specifies an
"incompatibility" semantics, i. e., the inclusion of
a feature f1 excludes a feature f2 (and vice-versa).
On a logical level, this property can be specified as
¬( f1∧ f2). An example of an excludes relationship
depicted in Figure 1 is the incompatibility of the
interactive agenda service and scenarios where no
login is needed. Similar to requires relationships,
excludes constraints are regarded as a type of
cross-tree constraint.

Customer requirements (CREQ) are user pref-
erences that should be taken into account by a
constraint solver when searching for a solution. In



International Journal of Conceptual Modeling
February 2018. DOI:10.18417/emisa.si.hcm

210 Alexander Felfernig, Thomas Gruber, Martin Stettinger
Special Issue on Conceptual Modelling in Honour of Heinrich C. Mayr

Figure 1: Variability model of a real-world event management environment (www.eventhelpr.com). The different
variants describe ways in which the application can be presented to end-users (dashed arrows specify requires and
dashed lines excludes constraints).

other words, CREQ specifies those features that
should be included in a feature configuration from
the user point of view.

An example of parts of a feature model of the
EventHelpr environment is depicted in Figure 1.
The constraint-based representation (Tsang 1993)
that can be derived thereof is the following.2

• F = {eventhelpr (eh), basicsettings (bas), admin
(adm), invite (inv), content (con), emailspost-
ings (email), photos (phot), notification (not),
newpostings (newpost), changes (ch), be-
foreeventstart (bef), participation (part), in-
vitationlogin (invit), nologin (nolog), interact-
iveagenda (intag), decisionsupport (dec)}.

• D = ⋓ fi ∈Fdom( fi).
• FM = {c0 : eh = true, c1 : eh ↔ bas, c2 :

adm → bas, c3 : inv → bas, c4 : con →
eh, c5 : email → con, c6 : phot → con, c7 :
not → eh, c8 : not ↔ newpost∨ch∨be f , c9 :
part ↔ eh, c10 : part ↔ (invit ∧ ¬nolog ∨
¬invit∧nolog), c11 : intag → eh, c12 : dec →
eh, c13 : email → newpost, c14 : ¬(intag ∧
nolog)}.

2 The names in brackets are introduced to increase the
readability of constraints in FM .

A solution (configuration) for the feature model3
depicted in Figure 1 is: {eh = true, bas =

true, adm = true, inv = f alse, con = true,
email = f alse, phot = true, not = true,
newpost = f alse, ch = true, be f = f alse,
part = true, invit = f alse, nolog = true,
intag = f alse, dec = f alse}.

3 Resolving Inconsistencies

In this section, we discuss undesirable properties
of feature models which trigger an unintended
behaviour in one way or another. We explain
such properties in terms of inconsistencies on
the logical level. Inconsistent models include
conflicts (Junker 2004) that are induced internally
by model constraints (in FM) or externally, for
example, by test cases. Inconsistencies can be
explained on the basis of minimal conflict sets
(Junker 2004) (see Definition 3).

Definition 3 (Conflict Set). A conflict set CS ⊆
FM is a set of constraints s.t. inconsistent(CS).
CS is minimal if ¬∃CS′: conflict set (CS′).

Minimal conflict sets help to easily resolve
conflicts since the deletion of at least one element

3 Variable assignments are abbreviated, for example, eh =
true represents val(eh) = true.
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from the set guarantees that the conflict is already
resolved. A set, that contains all elements needed
to delete at least one element from each existing
conflict, is denoted as hitting set (Reiter 1987).
Conflict resolution can be performed on the basis
of the concepts of model-based diagnosis (Reiter
1987). Following the standard diagnosis approach
introduced by (Reiter 1987), Hitting Set Directed
Acyclic Graphs (HSDAGs) have to be constructed
where individual paths of the tree represent hitting
sets (diagnoses). A diagnosis task can be defined
as follows (see Definition 4). For an overview of
different conflict detection and related diagnosis
algorithms we refer, for example, to (Felfernig
et al. 2014).

Definition 4 (Diagnosis). A diagnosis ∆ ⊆ FM
is a set of constraints s.t. consistent(FM − ∆). ∆
is minimal if ¬∃∆′ ⊂ ∆: diagnosis (∆′).

Typically, we are interested in analysing specific
parts of C, i. e., either FM if we are interested
in faulty constraint parts of the feature model,
or CREQ if we are interested in (minimal sets
of) customer requirements that induce an incon-
sistency. Conflict sets and diagnoses are then
determined from the individual parts of C, i. e.,
CS is then either a subset of FM or CREQ, the
same holds for corresponding diagnoses ∆.

In the following, we focus on the first aspect,
i. e., constraints in the feature model responsible
for an inconsistency (as mentioned in Definitions
3 and 4, conflict sets and diagnoses are composed
of constraints in FM).4

4 Inconsistencies in Feature Models

In the following, we discuss feature model prop-
erties that make a feature model ill-formed. For
each property, we characterize the underlying in-
consistency on a formal level and show ways to
resolve the inconsistency (see also Table 1). Thus,
we try to explain ill-formed model properties in
terms of inconsistencies between intended and
unintended feature model properties.

4 Details on diagnosing CREQ can be found in (Felfernig
et al. 2004).

Void feature models. A void feature model is in-
consistent per-se, i. e., no solution can be identified
for a given feature configuration task (F,D, FM).
A diagnosis ∆ for a void feature model FM is
defined as ∆ ⊆ FM : consistent(FM − ∆).

Test-induced void feature models. Feature
models can be tested on the basis of a test
suite T = {t1, t2, .., tm} consisting of positive test
cases5 specifying the intended behaviour of a
knowledge base. A feature model is consist-
ent with T if ∀tj ∈ T : FM ∪ {tj} is consist-
ent. If some of the test cases induce conflicts
(CSk), these have to be resolved on the basis of
the concepts of model-based diagnosis (Reiter
1987). A diagnosis ∆ for a test-induced void
feature model is defined as ∆ ⊆ FM such that
∀tj ∈ T : consistent({tj} ∪ FM − ∆).

Dead features. A feature f ∈ F is regarded as a
dead one if it is not part of any of the theoretically
possible solutions. More formally, { f = true} ∪
FM is inconsistent. A diagnosis ∆ for a dead
feature is defined as consistent(FM − ∆ ∪ { f =
true}).

Fully mandatory features. A feature f is fully
mandatory, if it is included in every possible
configuration, i.e., inconsistent({ f = f alse} ∪
FM). If we want to allow configurations with f
not included ( f = f alse), a diagnosis ∆ for a fully
mandatory feature is defined as consistent(FM −
∆ ∪ { f = f alse}).

False optional features. A feature f2 is false
optional, if it is modelled as optional with re-
gard to a parent feature f1 but in fact is contained
in every configuration f1 is included. A dia-
gnosis ∆ for a false optional feature is defined as
consistent(FM−∆∪{ f2 = f alse}∪{ f1 = true}),
i.e., there exists at least one configuration with
f2 = f alse and f1 = true.

Redundant constraints in FM. A constraint
ci ∈ FM is regarded as redundant if FM − {ci} ⊨
ci, i.e., ci logically follows from FM − {ci}.
Consequently, deleting ci from FM preserves
the semantics of the feature model. In other

5 For a discussion of the handling of negative test cases we
refer to (Felfernig et al. 2004).
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words, the solution space of the feature model
remains exactly the same. If FM = {c1, .., cn}
is a set of non-redundant constraints of a fea-
ture model, and F̂M is the negation of FM (i. e.,
F̂M = {¬c1 ∨ ¬c2 ∨ ... ∨ ¬cn}, then FM ∪ F̂M
is inconsistent. As a consequence, a redundant
constraint set FMr can be made non-redundant
by determining a minimal set of constraints
FM ⊆ FMr : inconsistent(FM ∪ F̂M). This
way, conflict detection algorithms can be applied
to make knowledge bases non-redundant.

Implicit feature groups. If two features have
exactly the same value in each possible configura-
tion, there is a strong dependency between these
features. In some cases, these features can even
be combined to reduce the number of needed con-
straints and thus increase model understandability
and maintainability. Two features f1 and f2 form
an implicit group if inconsistent({ f1∧¬ f2∨¬ f1∧
f2} ∪ FM), i. e., there does not exist a solution in
which the two features have different values.

5 Inconsistencies in Example Model
In order to exemplify the discussed model proper-
ties, we introduce an adapted version of the feature
model shown in Section 2 (see Figure 2). The
constraint-based representation (Tsang 1993) that
can be derived thereof, is the following.

• F = {eventhelpr (eh), basicsettings (bas), admin
(adm), invite (inv), content (con), emailspost-
ings (email), photos (phot), notification (not),
newpostings (newpost), changes (ch), be-
foreeventstart (bef), participation (part), in-
vitationlogin (invit), nologin (nolog), interact-
iveagenda (intag), decisionsupport (dec)}.

• D = ⋓ fi ∈Fdom( fi).
• FM = {c0 : eh = true, c1 : eh ↔ bas, c2 :

adm → bas, c3 : inv → bas, c4 : con ↔
eh, c5 : email ↔ con, c6 : phot → con, c7 :
not → eh, c8 : not ↔ newpost∨ch∨be f , c9 :
part ↔ eh, c10 : part ↔ (invit ∧ ¬noglog ∨
¬invit∧nolog), c11 : intag ↔ eh, c12 : dec ↔
eh, c13 : email → newpost, c14 : ¬(intag ∧
nolog), c15 : dec → nolog}.

Void feature model. No solution exists for the
feature model defined in Figure 2 since both fea-
tures, interactiveagenda (intag) and decisionsup-
port (dec) are mandatory, dec requires nolog and
intag excludes nolog. The (singleton) resulting
minimal conflict set is CS1 : {c0, c11, c12, c14, c15}.
In this example, only one minimal conflict set
exists and the deletion of any of these constraints
restores consistency, i.e., each individual con-
straint represents a diagnosis ∆ (e.g., ∆ = {c14}).
We want to emphasize that constraint c0 has a
specific role: if it is set to true, it is guaranteed
that only non-empty feature configurations, i.e.,
feature configurations with at lest one activated
feature, are taken into account. For this reason, c0
has a special role and is in most of the cases not
considered a diagnosis candidate.

Test-induced void feature model. In the follow-
ing, we assume that constraint c14 in the feature
model of Figure 2 has been deleted to restore
consistency. An example of a test-induced void
feature model is the model depicted in Figure 1
combined with the test-case t1 : intag∧nolog, i.e.,
inconsistent({t1} ∪ FM). The minimal conflict
set is CS : {c14} since inconsistent({t1} ∪ {c14}).

Dead features. In our example feature model
of Figure 2, feature invitationlogin (invit) can
be considered as dead since it is not possible to
include this feature in a configuration. The reason
is that feature decisionsupport (dec) requires the
inclusion of feature nolog. Due to the alternative
relationship between participation (part), inv, and
nolog, it is not possible to include feature inv.

False optional feature. Since the inclusion of
emailspostings (email) requires the inclusion of
newpostings (newpost), notification (not) will be
included in every configuration. For this reason,
noti f ication can be regarded as false optional.

Redundant constraint. Constraint c9 can be
regarded as redundant (assuming that constraint
c14 has been deleted) since feature participation
is part of every configuration (it is required by
feature decisionsupport).
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property property check analysis operation
void feature model inconsistent(FM) ∆ ⊆ FM : consistent(FM − ∆)
test-induced void

feature model ∃ti ∈ T : inconsistent(FM ∪ {ti}) ∆ ⊆ FM, ∀ti ∈ T :
consistent(FM − ∆ ∪ {ti})

dead feature fi inconsistent({ fi = true} ∪ FM) ∆ ⊆ FM :
consistent(FM − ∆ ∪ { fi = true})

full mandatory feature
fi

inconsistent({ fi = f alse} ∪ FM) ∆ ⊆ FM :
consistent(FM − ∆ ∪ { fi = f alse})

false optional feature
fi

inconsistent({ fi = f alse ∧ fi−1 =

true} ∪ FM)
∆ ⊆ FM : consistent(FM−∆∪{ fi =

f alse ∧ fi−1 = true})
redundant constraints

ci ∈ FM
∃ci ∈ FM : FM − {ci} ⊨ ci

FMnr ⊆ FM : ∀ci ∈ FMnr :
FMnr − {ci} ⊭ ci

implicit feature groups
{ fa, fb} ∈ FM

∃{ fa, fb} ⊆ F : inconsistent({ fa =
true ∧ fb = f alse ∨ fa =
f alse ∧ fb = true} ∪ FM)

∆ ⊆ FM : consistent(FM − ∆ ∪
{ fa = true ∧ fb = f alse ∨ fa =

f alse ∧ fb = true})
Table 1: Summary of analysis operations for feature models. FMnr denotes a non-redundant feature model.

6 Research Issues
There are a couple of open issues for future re-
search directly related to the detection and resolu-
tion of inconsistencies in feature models.

Personalized Conflict Detection and Resolution
for Feature Modelling. When developing feature
models, inconsistencies in models can be resolved
in different ways (in many cases, there exist dif-
ferent conflict sets). A task in this context is to
propose conflict resolutions that are relevant, i.e.,
will be accepted by engineers. When developing
knowledge bases, this means to figure out relev-
ant faulty constraints where preferences can be
derived from the development history of the fea-
ture model (e.g., how often a constraint has been
changed in the last year, how often a constraint has
been activated when determining a solution etc.).
Initial related work can be found, for example, in
(Felfernig et al. 2015).

Anytime Conflict Detection. There is a tradeoff
between efficiency and accuracy that has to be
taken into account when applying conflict detec-
tion algorithms (Felfernig et al. 2018). A challenge
in this context is to identify conflicts of relevance
for the user within time limits acceptable for in-
teractive settings. Anytime conflict detection and
diagnosis algorithms are an area of research that

have to be investigated and further developed in
the context of feature model development.

Cognitive Effects. An important question to
answer is how knowledge engineers and domain
experts without computer science background in-
terpret the semantics of models (Fliedl et al. 2000;
Michael and Mayr 2017). A related question is
how easy it is for them to understand existing fea-
ture models and in which way we have to define
natural language statements that represent con-
straints in feature models. In a typical feature
model development process, constraints and fea-
ture hierarchies are defined by domain experts
and then formalized by knowledge engineers. In
this context, it has to be assured that knowledge
engineers understand (textually defined) domain
constraints to reduce the number of interaction
cycles between domain experts and knowledge
engineers (Fliedl et al. 2007; Kop and Mayr 1998;
Shekhovtsov et al. 2014).

Model Development Practices. A major is-
sue in the context of feature model development
and maintenance is how to structure the domain
knowledge in such a way that changing chunks of
knowledge can be easily managed. Maintainabil-
ity of variability models is still an open research
issue and especially in the context of large and
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Figure 2: Example of a faulty feature model. Dashed arrows specify requires and dashed lines excludes constraints.

complex models, structuring mechanisms have
to be developed that help to achieve the goal of
easy maintenance. There is a branch of research
dealing with collecting knowledge from the crowd
and synthesizing configuration knowledge thereof
(Ulz et al. 2016). This is also a promising area for
the development of feature models.

Merging of Feature Models. In global con-
texts, for example, a car company selling cars
in countries with different legal contexts, feature
models have to take into account contextual in-
formation (sales strategies can differ and also
country-specific legal aspects have to be taken
into account). To analyze (e.g., in how many coun-
tries is it possible to sell feature x?) and adapt
the underlying feature models, country-individual
models have to be integrated. Existing research
in the area of model integration (Liberatore and
Schaerf 1998) has to be analysed with regard to
applicability in the context of variability model-
ling.

7 Conclusions
Requirements Engineering (RE) is a critical phase
in software development processes. In this art-
icle, we focused on software variability modelling
scenarios where features are used to specify the
inclusion or exclusion of specific software func-
tionalities. With increasing size and complexity

of those models, the probability of including in-
consistencies increases. We provided an overview
of different types of inconsistencies and showed
how to automatically detect these inconsistencies
on the basis of the concepts of conflict detection
and model-based diagnosis.
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Abstract. Conceptual modelling has originated from the areas of software engineering, databases and
knowledge representation, and Heinrich C. Mayr, to whom this article is dedicated, has been involved in
this area from the very beginnings. While in these areas a high degree of maturity has been achieved,
conceptual modelling still lacks this maturity in other areas such as service-oriented systems despite the
demand from novel application areas such as cloud computing. In this article we discuss the axiomatic
BDCM2 framework capturing behaviour, description, contracting, monitoring and mediation. We argue
that the framework gives an abstract answer to the ontological question what service-oriented systems are.
On these grounds we address the intrinsically connected modelling question how to capture cloud-enabled
service-oriented systems. We outline a conceptual modelling approach that is grounded in a distributed
middleware coordinating the client access to multiple clouds through a concept of mediator. For this we
exploit abstract machines with interconnected layers for normal operation, monitoring and adaptation. We
illustrate the model by the use case of a robotic care system showing that the general model can be fruitfully
exploited for failure alerts, failure anticipation and prevention, and safety hazards detection, which links the
research to recent interests of Heinrich in conceptual modelling for ambient assistance systems.

Keywords. Conceptual Modelling • Service-Oriented System • Ambient Assistance

1 Introduction

The field of conceptual modelling has originated
from the areas of software engineering, databases
and knowledge representation (see e. g. the early
collection by Brodie 1984). The emphasis was
to create a bridge connecting the informal under-
standing of stakeholders and the formally precise
understanding of system developers. The con-
ceptual model should be a precise blueprint of a
system to be built, which at the same time is on
a sufficiently high level of abstraction to support
mutual comprehensibility. Conceptual modelling
was successfully applied to the development of
data-centric information systems. The so-called
semantic data models (see Hull and King 1987 for

* Corresponding author.
E-mail. kdschewe@acm.org
The research reported in this paper has been supported by
the Christian-Doppler Society in the frame of the Christian-
Doppler Laboratory for Client-Centric Cloud Computing.

a survey) played an important role in this success,
in particular the Entity-Relationship model (exten-
ded to perfection by Thalheim 2000) was adopted
by researchers, consultant, users and developers.

In the further development of the field two
main directions of the research can be identified.
The first direction is dedicated to novel modelling
methods that extend the mature ones in ways that
enable different classes of systems to be addressed.
Prominent examples are web information systems
by Schewe and Thalheim (2018) and business
processes by Kossak et al. (2016). The other direc-
tion emphasises the application of the methods in
specialised application areas such as e-commerce
(see e. g. Kaschek et al. 2006) or e-learning (see
e. g. Schewe et al. 2005).

Heinrich C. Mayr, to whom this article is ded-
icated, has been an active researcher in the area of
conceptual modelling from the various beginnings.
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In particular, he emphasised the generation of skel-
etons of conceptual database schemata by applying
natural language processing. Fliedl et al. (2005)
summarise main results of this research. This
is also connected to research on the conceptual
modelling process, in particular the involvement
of stakeholders addressed by Shekhovtsov et al.
(2012). While this research stays with the original
emphasis of conceptual modelling in the context
of the development of data-centric information
systems, his research also addressed ontologies in
conceptual modelling (see Hesse et al. 2004) and
business processes (see Mayr et al. 2007).

His more recent research has been directed
towards specific applications. Together with col-
leagues (see Michael and Mayr 2016) he invest-
igated domain-specific conceptual modelling in
general, and in particular the application of con-
ceptual modelling to ambient assistance systems
(see among others Al Machot et al. 2014 and
Michael and Mayr 2013).

1.1 Service-Oriented Systems
Surprisingly, despite the long successful history
of conceptual modelling, there is no commonly
accepted conceptual model for service-oriented
systems, not even an understanding what services
are. According to (Bergholtz et al. 2015) the
many approaches to service-oriented systems can
be roughly classified into those taking a business-
centric view and those taking a software-centric
view. Examples of the former class are among
others the service science framework by Ferrario
et al. (2011), the so-called Unified Theory of
Services (UTS) by Sampson and Froehle (2006),
the approach to semantic web services by Preist
(2004) or the OASIS framework by Alves et al.
(2007). Examples of the latter class are among oth-
ers the service-oriented architecture frameworks
(SOA) by Arsanjani et al. (2008), Erl (2007) and
Papazoglou and van den Heuvel (2006), service-
oriented computing (SOC) by Papazoglou and
van den Heuvel (2007), web services by Alonso
et al. (2003) and Benatallah et al. (2006) and the
corresponding W3C standards (Universal Descrip-
tion, Discovery and Integration (UDDI) 2009 and

Simple Object Access Protocol (SOAP) 2008), and
the behavioural model of Abstract State Services
by Ma et al. (2008) and its extension by Ma et al.
(2009a). Both lists can be extended by many other
examples (see for instance the literature review by
Ma et al. 2009a or by Bergholtz et al. 2015).

The research towards the fundamental question
“what constitutes a service” has led to the model
of Abstract State Services (AS2s) (see Ma et al.
2009a), the model of service mediators based
on AS2s (see Ma et al. 2012 and Schewe and
Wang 2012), and the service ontology model
(see Ma et al. 2009b). The discussion of further
properties characterising a software service (on
the web) led to the BDCM2 framework capturing
behaviour, description, contracting, monitoring
and mediation (see Schewe and Wang 2015). In
addition, the W∗H framework by Dahanayake and
Thalheim (2015) puts services into the context
of their usage, intention and added value, which
are more relevant for the modelling of service-
oriented systems than for the clarification of the
question what they are.

The BDCM2 framework has been successfully
adopted in a conceptual model for multi-cloud in-
teraction by Buga et al. (2017a). The emphasis is
on distributed systems exploiting software services
from multiple clouds. The services themselves can
be modelled as abstract state services specified by
Abstract State Machines (ASMs) (see Börger and
Stärk 2003 for a general introduction to ASMs).
The services can be integrated using the mediator
model, by means of which general skeletons are
provided that are instantiated by concrete services
that are selected according to a service ontology
comprising functional, categorical and SLA-based
properties. The concrete interaction of a medi-
ator instance with the service providing clouds
is subject of a middleware system, developed by
Bósa et al. (2015) (see also Bósa 2012 and Bósa
et al. 2014), which handles the interaction with
the clouds and supports the interaction between
different systems through the clouds (see Bósa
2013 for this aspect). For the rigorous specifica-
tion of this middleware the ambient extension of
ASMs by Börger et al. (2012) has been exploited.
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The monitoring aspect with respect to security and
SLA satisfaction has been addressed by Lampes-
berger and Rady (2015). Buga et al. (2017b)
show how such cloud-enabled distributed systems
can be used for modelling a robotic care system
showing that the general model can be fruitfully
exploited for failure alerts, failure anticipation and
prevention, and safety hazards detection. This
links the research to recent interests of Heinrich
in conceptual modelling for ambient assistance
systems.

1.2 Organisation of the Article
In Section 2 we address the ontological question:
what are services and what are service-oriented
systems. Here we refer to the BDCM2 framework
and its underpinnings in the behavioural theory of
distributed adaptive systems. That is, we emphas-
ise an axiomatic characterisation, though we will
abstain from going too much into theoretical depth.
Section 3 is then dedicated to the intrinsically
connected modelling question: how can service-
oriented systems be modelled conceptually. Here
our research emphasises Abstract State Machines
with various extensions as well as service onto-
logies as the key building blocks. In view of the
many non-technical additions that are needed in
design and development of very complex software
systems (as discussed by Dahanayake and Thal-
heim 2015 for services and deeply investigated by
Schewe and Thalheim (2018) for web information
systems that are largely related) we acknowledge
that our presentation here does not cover the com-
plete picture. To illustrate the model we briefly
outline the application to the robotic care system
use case. Finally, in Section 4 we discuss perspect-
ives for future research in this area, which are an
open invitation to Heinrich and his colleagues to
remain active and to further contribute to the area
of conceptual modelling.

2 The Ontological Question: What Are
Services and Service-Oriented Systems?

The BDCM2 framework addresses the question
how to obtain a language independent definition of

the notions of service and service-oriented system.
We will rephrase the definition in an axiomatic
way, but for the sake of brevity we have to leave
out many technical details, for which we refer to
the literature.

2.1 Functional Behaviour
A behavioural theory provides first a language-
independent clarification of a class of systems by
means of a set of axioms, which is complemented
in a second step by an abstract machine model,
for which it is then proven in a third step that
the machine model captures exactly the systems
stipulated by the axioms. For the case of services,
Ma et al. (2009a) started with the introduction of
Abstract State Service (AS2) defining the func-
tional behaviour of a service. Roughly speaking,
an AS2 provides a process that can be used by
someone else knowing only what the process im-
plementing the service is supposed to do. The
user does neither own the service nor is he able to
manipulate it.

Each service will provide some form of work-
flow that will access data resources. Therefore,
the AS2 model refers to an underlying database
(using this term in a very general sense), which
defines an internal layer. For services there must
be an additional external layer made out of views,
which export the data that can then be used by
users or programs. We complete this picture by
adding operations on both the conceptual and
the external layer, the former one being handled
as database transactions, whereas the latter ones
provide the means with which users can interact
with a database.

Axiom 1. A service comprises an internal (data-
base) layer, which consists of

• a set S of states together with a subset I ⊆ S
of initial states,

• a wide-step transition relation τ ⊆ S × S,
and

• a set T of transactions, each of which is as-
sociated with a small-step transition relation
τt ⊆ S × S (t ∈ T ) satisfying the axioms of
a database transformation over S.
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Axiom 2. A service comprises an external (view)
layer comprising a finite set V of (extended)
views.

• Each view v ∈ V is associated with a data-
base transformation such that for each state
S ∈ S there are views v1, . . . , vk ∈ V with
finite runs S j

0, . . . , S
j
n j

of vj ( j = 1, . . . , k),
starting with S j

0 = Sd and terminating with
S j
n j
= Sd ∪ Vj .

• Each view v ∈ V is further associated with a
finite setOv of (service) operations o1, . . . , on
such that for each i ∈ {1, . . . , n} and each
S ∈ S there is a unique state S′ ∈ S with
(S, S′) ∈ τ.

• If S = Sd ∪ V1 ∪ · · · ∪ Vk with Vi defined by
vi and o is an operation associated with vk ,
then S′ = S′

d
∪V ′

1 ∪ · · · ∪V ′
m with m ≥ k − 1,

and V ′
i for 1 ≤ i ≤ k − 1 is still defined by vi .

We omit further technical details of the model
of abstract state services (for these see Ma et
al. 2009a or Schewe and Wang 2015). Both
axioms above refer to database transformations,
which have been axiomatically defined by Schewe
and Wang (2010) with a further sharpening of
the underlying behavioural theory by Ferrarotti
et al. (2016). Database transformation can be
axiomatically characterised by four further axioms,
which we will sketch next (for details we have to
refer to the lengthy treatment in the literature).

Axiom 3. A database transformation comprises
a set S of states, a subset I ⊆ S of initial
states, and a state transition function ς ⊆ S×S
(sequential time).

Axiom 4. States of a database transformation
are meta-finite states over a signature Σ =
Σdb ∪ Σa ∪ Σb comprising database functions,
algorithmic functions and bridge functions.
States are closed are isomorphisms (abstract
state).

Axiom 5. A database transformation comprises
a background structure, which captures at least
truth values, constructors for records and finite
multisets, and eventually further constructors

for the building blocks of the database model
as well as operators associated with these con-
structors for values and terms (background).

Axiom 6. There is a finite set W of multiset com-
prehensions terms built over Σ and the back-
ground structure such that for any two states
S1, S2 that coincide on them the corresponding
update sets ∆(S1) and ∆(S2) (defined by the
state transition function) are equal (bounded
exploration).

2.2 Description of Services
We may assume that abstract state services as
defined above are available through service repos-
itories, for which we adopt the notion of “cloud”.
In a service-oriented system several such services
are combined including third-party services. For
the latter ones it has to be known, which function-
ality is provided, despite the fact that the internal
layer (and thus the implementation) is hidden. So
the question arises how meaningful services can
be located, for which a description of the available
services is needed. The key idea is that given a
coarse description of the service needed, it should
be possible to search for such a service. This is
exactly what ontologies are meant to capture, a de-
scription of the (semantics of) services. Therefore,
we adopt the common idea of a service ontology,
which is already omnipresent in the area of the
semantic web, also in our own work (see e. g. Ma
et al. 2012, 2009b).

This is usually grounded in some more or less
expressive description logic, e.g. the web ontology
language OWL (see Grau et al. 2008). While it
is not possible to precisely describe an abstract
state service in a way that it can be automatically
matched to a service request, it is commonly
accepted that a service ontology should capture
three aspects (see e. g. Fensel et al. 2007 and the
references in there), which leads to the following
axiom:

Axiom 7. Each service is equipped with a descrip-
tion in a service ontology, which comprises

• a functional description covering the specific-
ation of input- and output types as well as
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pre- and post-conditions telling in technical
terms, what the service will do;

• a categorical description capturing inter-
related keywords telling what the service
operation does by using common termino-
logy of the application area;

• a quality of service (QoS) description captur-
ing non-functional properties such as avail-
ability, response time, cost, etc.

A functional description alone would be insuf-
ficient. For instance, a flight booking service may
functionally be almost identical to a train book-
ing system. Therefore, an additional categorical
description is indispensable. The terminology
of the application domain defines an ontology in
the widest sense, i. e.. we have to provide defin-
itions of “concepts” and relationships between
them, such that each offered service becomes an
instantiation of one or several concepts in the
terminology.

The QoS description is not needed for service
discovery, but for selection among alternatives.
However, the non-functional properties cover also
the description of how a service is meant to be
used, what are the obligations and rights of the
participating agents, at least of the service pro-
vider and the service user, how conflicts are to
be handled, etc. These non-functional aspects
should be considered as being intrinsically part of
a service. (Schewe and Wang 2015) discuss them
in detail.

2.3 Service Mediation
Service mediation addresses collaboration of ser-
vices, which is another necessary aspect of ser-
vices. While the functional behaviour of a service
is entirely in the hands of a service provider and
the service description addresses how a service is
offered by the provider to the potential users, ser-
vice mediation covers how users can make use of
a service. For instance, it is commonly known that
online sales services are often used as information
repositories without the slightest intention to buy
something. In other words, while the functionality

of a service is defined by the provider and con-
ditions of use are subject of the QoS part of the
service ontology, it is exclusively up to the user to
exploit the service for his own purposes. There-
fore, service mediation is an important aspect of a
theory of services.

First, in order to make the workflow within
a service explicit we require the notion of plot,
which actually captures the possible sequencing
of service operations. For this Ma et al. (2012)
exploit Kleene algebras with tests (KAT), which
are known to be the most expressive formalism to
capture propositional process specifications. So
adding plots to the AS2 model is a little extension
of the behavioural model, which in addition im-
pacts on the functional description in the service
ontology.

Formally, the service operations give rise to
elementary processes of the form

φ(®x) op[®z](®y) ψ(®x, ®y, ®z),

in which op is the name of a service operation, ®z
denotes input for op selected from the view v with
op ∈ Opv, ®y denotes additional input from the
user, and φ and ψ are first-order formulae denoting
pre- and postconditions, respectively. The pre-
and postconditions can be omitted; also simple
formulae χ(®x) interpreted as tests checking their
validity constitute elementary processes. With
this (Ma et al. 2012) define the set of process
expressions of an AS2 as the smallest set P con-
taining all elementary processes that is closed
under sequential composition ·, parallel composi-
tion ∥, choice +, and iteration ∗. That is, whenever
p, q ∈ P hold, then also pq, p∥q, p+ q and p∗ are
process expressions in P. However, this definition
is tightly linked to KATs; it can be generalised in a
language-independent way emphasising any kind
of parallel process (as stipulated by Axioms 3-6)
that are composed out of the given elementary
processes.

Axiom 8. Each service is equipped with a plot,
which is a process expression over the service
operations of the service.
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Second, service mediators exploit plots with
open slots for services to specify intended service-
based applications on a high level of abstraction.
The idea is to specify service-oriented applications
that involve yet unknown component services. On
these grounds matching criteria for services are
formally defined that are to fill the slots. A prob-
lem in finding such matching criteria is the fact
that it should be possible to skip component op-
erations of services and change their order. This
enhances the work on service composition, which
is already a well-explored area in service comput-
ing with respect to services that are understood
functionally. In the AS2 model this corresponds
to the service operations rather than the services
as a whole. More precisely, what actually needs
to be composed are “runs” of services that are
determined by the plot including conditions, un-
der which particular service operations can be
removed or their order can be changed. This
leads to rather complicated matching conditions
between services and slots in mediators as em-
phasised by Ma et al. (2012) and further refined
by Schewe and Wang (2012).

In order to capture this idea we relax the defin-
ition of a plot in such a way that service opera-
tions do not have to come from the same service.
Thus, in elementary processes we use prefixes
to indicate the corresponding AS2, so we obtain
φ(®x) X : op[®z](®y) ψ(®x, ®y, ®z), in which X denotes
a service slot, i. e. a placeholder for an actual
service.

Axiom 9. A service-oriented system consists of
service mediators, which are process expres-
sions with service slots. Each service operation
in a mediator is associated with input- and
output-types, pre- and postconditions, and a
concept in a service terminology. An instance
of a mediator is defined by services matching
the slots.

A service mediator specifies, which services
are needed and how they are composed into a
new plot of a composed AS2. So we now need
exact criteria to decide, when a service matches a
service slot in a service mediator.

It seems rather obvious that in such matching
criteria for all service operations in a mediator
associated with a slot X we must find matching ser-
vice operations in the same AS2, and the matching
of service operations has to be based on their func-
tional and categorical description. Functionally,
this means that the input for the service operation
as defined by the mediator must be accepted by
the matching service operation, while the output
of the matching service operation must be suitable
to continue with other operations as defined by the
mediator. This implies that we need supertypes
and subtypes of the specified input- and output-
types, respectively, in the mediator, as well as a
weakening of the precondition and a strengthening
of the postcondition. Categorically, the matching
service operation must satisfy all the properties of
the concept in the terminology that is associated
with the placeholder operation, i. e.. the concept
associated with the matching service operation
must be subsumed by that concept. We also have
to ensure that the projection of the mediator to a
particular slot X results in a subplot of the plot
of the matching AS2. The order of service oper-
ations may differ and certain service operations
may become redundant, which has to be taken
care of as well. (Ma et al. 2012) discuss matching
criteria in detail.

2.4 Service Contracts
The aspects of behaviour, description and me-
diation alone do not yet capture everything that
would characterise services. Zeithaml et al. (1985)
emphasise general properties such as intangibility,
inseparability, heterogeneity and perishability of
services, which in the community have been con-
troversially debated and rejected as being neither
necessary nor sufficient. Indeed, intangibility
refers to the fact that a service is owned by its pro-
vider, while a service user can exploit the service
for his own purpose, but there is never a transfer
of ownership nor does the user even know how
the service is realised. For instance, in the often
used example of a snow removal service it is up to
the provider to decide whether shovels, brooms or
snow ploughs are used, which the service client is
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not interested in at all, as long as the agreed result
is guaranteed. Intangibility is de facto captured by
the behavioural model; in particular, in the AS2

model a hidden internal layer is separated from the
visible layer exposed to the user, which includes
the associated plot. Similarly, perishability is no
property of services at all. Every software system
is prone to perishability, if the hardware and sys-
tem software it is grounded in disappears. To the
contrary, it should be part of the usage agreement
between a service provider and a user that services
do not perish within the agreed period of service
usage. That is, availability agreements are part
of the service as well as the consequences, if the
agreement is violated. Inseparability has to be
treated also with care. Of course, from the point
of view of the provider the service is offered as a
whole, and there is an agreement about this with
each service user. However, as already discussed
in connection with mediation, it is up to the user to
exploit the services in his own way and for his own
purposes, regardless what the provider intended.
In this sense, a user may well cut out of a service
the parts that are really needed, even though for
the provider it still appears that the service was
used as a whole. Finally, heterogeneity is not a
characteristic at all, as it could only refer to the
collection of all services, in which case it is a
triviality. If it were to refer to a single service,
there is no reason for the claim that heterogeneity
of the components involved should always be the
case.

Schewe and Wang (2015) discuss in detail al-
ternative ideas by Bergholtz et al. (2015), in the
UTS by Sampson and Froehle (2006), in the REA
ontology, and in the classification of rights follow-
ing Hohfeld. While we cannot repeat this intensive
discussion here, we emphasise the conclusion that
this would still draw an incomplete picture regard-
ing non-functional aspects, as there are more rules
than those capturing rights and obligations. In gen-
eral, there should be a whole list of service-level
agreements, which altogether define a contract
between the provider of a service and a service
user. Rady (2012) has defined fragments of an
ontology capturing SLAs and implemented a tool

extracting contracts from such an SLA ontology
(see Rady 2014). For the time being the SLA on-
tology, which in our opinion should be part of the
service ontology, only addresses availability and
performance aspects, though more than 20 addi-
tional types of SLAs have already been discussed
in the literature. SLAs concerning availability,
performance, etc. but also security and privacy
regulations have nothing to do with rights. For
instance, availability on one hand concerns condi-
tions of usage, e.g., if the service is only available
on workdays within a specified time period, and
on the other hand a commitment and obligation
by the provider. Security and privacy may be
also handled as commitments, but it should prefer-
ably also include the means with which security
is supposed to be achieved, in which case the
SLA includes a statement about the functional
behaviour of the service or its environment. In
summary, for each service there must exist a ser-
vice contract capturing all SLAs, and the SLAs
may be expressed by obligations and rights in a
deontic action logic, refer to functional aspects,
or simply cover factual data. The decisive feature,
however, is that a model of services must comprise
the contracting aspect.

Axiom 10. For each service used in a service-
oriented system there must exist a contract
between service provider and service user cov-
ering all relevant SLAs for the service. The
conditions in the contract must be consistent
with the quality of service description in the
service ontology.

2.5 Monitoring and Adaptation
(Schewe and Wang 2015) emphasise that a con-
tract that cannot be validated is rather useless,
both technically and legally. Therefore, for every
service it should be possible to check not only its
behaviour, but also whether the SLAs are fulfilled.
That is, there must exist a monitoring software for
this purpose – this could again be a service, but
not necessarily. Lampesberger and Rady (2015)
make a promising step in the direction of SLA
monitoring in the context of cloud computing.
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While monitoring is a decisive aspect of service-
oriented systems, the focus on SLA monitoring is
too narrow.

Lampesberger (2016) already emphasises an-
omaly detection as another aspect, for which mon-
itoring is required, in particular, if services exploit
public clouds or are in any other way exposed to
undesired external interference. This naturally
extends to failures and any other critical situation
as emphasised by Buga et al. (2017a).

Axiom 11. Every instance of a service-oriented
system constitutes a distributed adaptive system,
in which all transactions and service operations
of individual services are reflective, i. e.. they
satisfy the axioms for reflective database trans-
formations.

Note that this axiom includes the possibility
to provide specialised services for monitoring (as
e. g. for anomaly detection) and for adaptation, e. g.
replacing services in an instantiation as discussed
by Buga et al. (2017a). For the extension, that
reflective behaviour has to be supported; we refer
to the work by Schewe et al. (2017), who discuss
the axioms for distributed adaptive systems in
detail.

For our brief exposition here we restrict to
mention that only axioms 3-6 need to be slightly
amended. In a nutshell, reflection can be captured
by storing the specification of the system beha-
viour, e.g. the signature and ASM rule as part of
the system’s states. Then terms over the signature
Σ can also be used as values, and the interpretation
of some terms in a state may result in terms. For
the bounded exploration axiom we then need a
stronger notion for the coincidence of terms that
are extended in this way. For strong coincidence
we request (as before) that the interpretation of
the terms in W is the same for two states, but in
addition the interpretation of terms resulting from
this first interpretation also yields equal results.
Axiom 6 can then be rephrased as follows:

Axiom 6′. There is a finite set W of multiset
comprehensions terms built over Σ and the
background structure such that for any two

states S1, S2 that strongly coincide on them the
corresponding update sets ∆(S1) and ∆(S2) are
equal (reflective bounded exploration).

3 The Modelling Question: How to
Capture Service-Oriented Systems?

Our axiomatic definition of service-oriented sys-
tems is language-independent, so for the actual
task to model service-oriented systems we require
adequate languages by means of which we can
obtain models satisfying the axioms. Actually, in
behavioural theories we go further asking for the
capture of the class of systems of interest, which
requires to formally prove that all systems as stip-
ulated by the axioms are faithfully represented by
the modelling language. For conceptual model-
ling the focus is in addition on the capture on a
high level of abstraction, by means of which the
comprehensibility requirement can be fulfilled.

With respect to the axioms describing func-
tional behaviour, mediation and monitoring the
concepts of abstract state services, mediators and
reflection together, i. e. all axioms except Axioms
7 and 10, give rise to distributed adaptive sys-
tems. In a longer sequence of theoretical research
on foundations of such systems a behavioural
theory was discovered. In a nutshell, the final
result is that distributed adaptive systems are cap-
tured by concurrent reflective ASMs. Here we
abstain from a presentation (for technical details
see Schewe et al. 2017 and the references in there).
Instead we concentrate on a cloud-based middle-
ware architecture that enables distributed adaptive
service-oriented systems. While the middleware
itself is specified and verified using concurrent
reflective ASMs, applications can exploit the AS2

model for modelling of services, mediators for cre-
ating service-oriented systems, and an associated
service ontology.

3.1 Cloud-Enabled Service-Oriented
Systems

In the previous section we emphasised that ser-
vices should be taken from a service repository.
We deliberately use the term cloud to refer to such
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a repository of services as emphasised by Ma
et al. (2012). From the definition of mediators
it is clear that an instantiated mediator is a high-
level specification of a distributed application that
runs several services at the same time. Refining
and implementing such a specification requires
several add-ons. The involved services have to
be started and terminated, which usually involves
a log-in and authentication process. Then data
has to be passed from the mediation process to
the individual services, which bypass the user
interaction, i. e. a control component associated
with the process is needed. Furthermore, output
from several services is combined, and a selection
made by a user is passed back to the originating
services, while non-selection leads to service ter-
mination. This must also be handled by the control
component, for which we employ the client-cloud
interaction middleware (CCIM) model defined by
Bósa et al. (2014).

Client-Cloud Interaction Middleware
The CCIM has been specified using ambient ASMs
in order to describe formal models of distributed
systems incorporating mobile components in two
abstraction layers. While the algorithms of execut-
able components are specified in terms of ASMs,
their communication topology, locality and mo-
bility are described with the terms of ambient
calculus. As each ambient ASM specification
can be translated into a pure ASM specification
as shown by Börger et al. (2012). The approach
provides a universal way to handle client-cloud
interaction independent from particularities of
certain cloud services or end-devices, while the
instantiation by means of particular ambient res-
ults in specifications for particular settings. Thus,
the architecture is highly flexible with respect to
additional end-devices or cloud services, which
would just require the definition of a particular
ambient. The architecture of the CCIM integ-
rates all novel software solutions such as Service
Plot-Based Access Management, Client-to-Client
Interaction (CTCI) Feature, Identity and Access
Management (IdMM), Content Adaptivity, SLA

Management and Security Monitoring Component
into a compound single software component.

In the general architecture (see e. g. Buga et al.
2017a) the middleware is replicated by several
components, each connected to one or more ser-
vice clouds, but each cloud is connected to exactly
one middleware component. Thus, there are three
modes of interaction: (1) interaction of users with
a middleware component, (2) interaction of a mid-
dleware component with a service in one of its
clouds, and (3) interaction among several mid-
dleware components. The challenge is to keep
users oblivious about the interaction among mid-
dleware components to locate individual services
and to manage the transfer of results among the
participating services. This challenge is addressed
by the propagation of service requests among the
middleware components. That is, when a middle-
ware component receives a request for access to a
particular service from a client or another middle-
ware component, it will route the request to the
middleware component owning the service, i. e.
being the component that connects to the cloud, on
which the service resides. Thus a service requests
always comprises also routing information.

In addition to the routing of requests to access
individual services each middleware component
will exploit the features of the mediator model
and analyse how to execute a particular mediator
by extracting services that it can handle itself and
those parts that have to be forwarded to other
components. This is captured by an ambient-
ASM specification of the distributed middleware
emphasising the normal execution model. The
normal execution mode requires the abstract ma-
chine, i. e. the ambientASM specification, the
service interfaces, the request handler that links
to the users and other middleware components,
and the communication handler that handles the
interaction among middleware components.

The CCIM provides a cloud service infrastruc-
ture that permits a transparent and uniform way for
clients to interact with multiple clouds. It permits
to access and combine the available functions of
cloud services, which may belong to various own-
ers, and it leaves the full control over the usage of
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their services in the hands of the service owners.
If a registered cloud user intends to subscribe
to a particular service, a subscription request is
sent to the cloud, which may forward it to such a
special client corresponding to the service owner.
This client responds with the service plot, which
defines how the service can be used by the user and
determines the permitted combination of service
operations.

The received service plots are collected together
with other available cloud functions in a personal
user area by the cloud. When the subscribed user
sends a service request, it is checked whether the
requested service operations are permitted by any
service plot. If a requested operation is permit-
ted, then it is triggered to perform, otherwise it
is blocked as long as a plot may allow to trigger
it in the future. Each triggered operation request
is authorized to enter into the user area of the
corresponding service owner to whom the reques-
ted service operation belongs. Here a scheduler
mechanism assigns to the request a one-off access
to a cloud resource on which an instance of the
corresponding service runs. Then the service
operation request is forwarded to this resource,
where the request is processed by an instance of the
service whose operation was requested. Finally,
the outcome of the performed operation returns to
the area of the initiator user, where the outcome
is either stored or send further to a given client
device.

In this way, the service owners have direct
influence on the service usage of particular users
via the provided service plots. If a user subscribes
to more than one service, he or she may have
access to more than one plot. These plots are
independent from each other and they can be
applied concurrently. If a service owner makes
available more than one service for a user, the
owner has the choice either to provide independent
plots for the user or to combine some functions
of various services into a common service plot.
This conceptual solution shows a transparent and
uniform way how to provide an advanced access
control mechanism for cloud services without

giving up the flexibility of heterogeneous cloud
access to these services.

Furthermore, due to the ambient concept the
relocation of system components is trivial, and
the model can be applied to different scenarios.
For instance, all our novel methods including our
client-cloud interaction solution can be shifted
to the client side and wrapped into a middleware
software which takes place between the end users
and cloud in order to control the interactions
of them. Note that the specified communication
among the distributed system components remains
the same in both scenarios.

Monitoring and Adaptation
In addition, the CCIM provides monitoring and as-
sessment layers. For each service there are several
dedicated monitors. For the observation of the
behaviour of these services sensors are deployed
across multiple clouds in order to collect environ-
mental data that are reported to the middleware.
The monitoring is part of an abstract machine,
which is specified using the ASM method. It
is important to consider that monitors are also
components of the distributed system, so they can
also exhibit failures themselves. This is taken
care of by assigning a trustworthiness measure
to each monitor. Monitoring components with
trustworthiness below a specified threshold are
removed from the network of monitors. In case of
an identified critical situation the adaptation layer
replaces one or several services, i. e. replacing the
given mediator instantiation by a new one.

Monitors collect data from the nodes. When
starting the system, each monitor is initialized by
the middleware in the Active state, from where it
submits a heartbeat request to the node it monitors.
The monitor advances afterwards to the Wait for
response state, where it checks two guards. First,
it verifies if a response to its request is received.
If so, it verifies if the delay of the response is
acceptable. If this condition holds, the monitor
moves to the Collect data state. If no response
is received or if the response has a big delay, the
monitor moves to the Report problem state.
In the Collect data state the monitor gathers
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low level metrics (CPU, memory and storage us-
age, bandwidth) and then moves to the Retrieve
information state, where it checks local storage
for past monitoring data. If the repository is avail-
able, the monitor queries it. The monitor moves to
the Assign diagnosis state, where it interprets
the available data. If it discovers a problem, it
moves to the Report problem state, otherwise it
moves to the Log data state, where meaningful
data and operation are logged. When an issue is
identified, the monitor modifies a constraint that
triggers a request towards the leader of the node to
inquire all its monitoring counterparts and carry
out a collaborative diagnosis. After reporting
the issue, the monitor moves to the Log data
state. Here, the confidence degree of the monitor
is checked, and if the monitor is still trustworthy,
it starts a new monitoring cycle. Alternatively,
it moves to the Inactive state and waits to be
deployed again in the system.

Details of the CCIM model are covered in
several articles, e. g. by Bósa et al. (2015), Buga
et al. (2017a) and Lampesberger and Rady (2015).
We omit further details here.

3.2 Service Ontology
As outlined, the functional, categorical and QoS
description of services in a cloud requires the
definition of an ontology. That is, we need a
terminological knowledge layer (aka TBox in de-
scription logics) describing concepts and roles (or
relationships) among them. This usually includes
a subsumption hierarchy among concepts (and
maybe also roles), and cardinality constraints. In
addition, there is an assertional knowledge layer
(aka ABox in description logics) describing in-
dividuals. Thus, services in a cloud constitute
the ABox of an ontology, while the cloud itself
is defined by the TBox (for details see Ma et al.
2012 and Schewe and Wang 2015).

Terminologies
For simplicity let us assume that C0 and R0 repres-
ent not further specified sets of basic concepts and

roles, respectively. Then concepts C and roles R
are defined by the following grammar:

R = R0 | R−
0

A = C0 | ⊤ | ≥ m.R (with m > 0)
C = A | ¬C | C1 ⊓ C2 | C1 ⊔ C2 | ∃R.C | ∀R.C

A terminology (or TBox) is a finite set T of
assertions of the form C1 ⊑ C2 with concepts C1
and C2 as defined by the grammar above. Each
assertion C1 ⊑ C2 in a terminology T is called a
subsumption axiom. As usual, we use the shortcut
C1 ≡ C2 instead of C1 ⊑ C2 ⊑ C1. For concepts,
⊥ is a shortcut for ¬⊤, and ≤ m.R is a shortcut
for ¬ ≥ m + 1.R.

A structure S for a terminology T consists of a
non-empty set O together with subsetsS(C0) ⊆ O
and S(R0) ⊆ O × O for all basic concepts R0 and
basic roles R0, respectively. O is called the base
set of the structure.

We first extend the interpretation of basic con-
cepts and roles and to all concepts and roles
as defined by the grammar above, i. e. for each
concept C we define a subset S(C) ⊆ O, and for
each role R we define a subset S(R) ⊆ O × O as
follows:

S(R−
0 ) = {(y, x) | (x, y) ∈ S(R0)}

S(⊤) = O
S(¬C) = O − S(C)
S(≥ m.R) = {x ∈ O | #{y | (x, y) ∈ S(R)} ≥ m}
S(C1 ⊓ C2) = S(C1) ∩ S(C2)
S(C1 ⊔ C2) = S(C1) ∪ S(C2)
S(∃R.C) = {x ∈ O | (x, y) ∈ S(R)

for some y ∈ S(C)}
S(∀R.C) = {x ∈ O | (x, y) ∈ S(R) ⇒

y ∈ S(C) for all y}

A model for a terminology T is a structure S,
such that S(C1) ⊆ S(C2) holds for all assertions
C1 ⊑ C2 in T . A finite model, i. e. a model with
a finite base set, is also called instance or ABox
associated with T .
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Functional and Categorical Description
As outlined above we expect the terminology T of
a cloud to provide the functional, categorical and
QoS description of its offered services. The func-
tional description of a service operation consists
of input- and output-types, and pre- and post-
conditions. For the types we need a type system
with base types and constructors. For instance,
the following grammar

t = b | 1 | (a1 : t1, . . . , an : tn) | {t} | [t] |
(a1 : t1) ⊕ · · · ⊕ (an : tn)

describes (the abstract syntax of) a type system
with a trivial type 1, a non-further specified collec-
tion of base types b, and four type constructors (·)
for record types, {·} for finite set types, [t] for list
types, and ⊕ for union types. Record and union
types use field labels ai.

The semantics of such types is basically de-
scribed by their domain, i. e. sets of values dom(t).
Usually, for a base type b such as Cardinal,
Decimal, Float, etc. the domain is some com-
monly known at most countable set with a common
presentation. The domain of the trivial type con-
tains a single special value, say dom(1) = {⊥}.
For constructed types we obtain the domain in the
usual way:

dom((a1 : t1, . . . , an : tn)) = {(a1 : v1, . . . ,

an : vn) | ai ∈ dom(ti) for i = 1, . . . , n}
dom({t}) = {A | A ⊆ dom(t) finite}
dom([t]) = {[v1, . . . , vk] | vi ∈ dom(t)

for i = 1, . . . , k}
dom((a1 : t1) ⊕ · · · ⊕ (an : tn)) =⋃n

i=1
{(ai : vi) | vi ∈ dom(ti)}

In particular, a union type (a1 : 1) ⊕ · · · ⊕ (an :
1) has the domain {(a1 : ⊥), . . . , (an : ⊥)}, which
can be identified with the set {a1, . . . , an}, i. e.
such types are in fact enumeration types.

In addition to the types, the functional descrip-
tion of a service operation includes pre- and post-
conditions, which are defined by (first-order) pre-
dicate formulae. These formulae may contain fur-
ther functions and predicates, which are subject to

further (categorical) description. For instance, the
terminology may comprise the following axioms:

Service_Operation ⊑ ∀pre.Condition ⊓ ≤ 1.pre
⊓ ∃post.Condition ⊓ ≤ 1.post

Condition ⊑ Formula ⊓
∀uses.(Predicate ⊓ Function)

Predicate ⊑ ∃in.Type ⊓ ≤ 1.in ⊓ ¬ ≥ 1.out
Function ⊑ ∃in.Type ⊓ ≤ 1.in ⊓

∃out.Type ⊓ ≤ 1.out

There are no general requirements for the cat-
egorical description, as it depends completely
on the application domain. However, it will
always lead to subconcepts of the concept Ser-
vice_Operation plus additional concepts and roles.
It will also add more details to the predicates and
functions used in the pre- and post-conditions.

Service-Level Agreements
SLAs have been widely discussed in the literature.
By now around 20 different types of SLAs have
been identified by Rady (2012), and depending
on the viewpoint these SLAs have been differ-
ently classified. Following our discussion in the
introduction we consider that the main purpose
of SLAs is to determine as precisely as possible
the rights and obligations that govern the relation-
ship between a service providers, service users,
and, if applicable, third parties. Technically, our
approach consists of three parts:

• an extension of the service ontology describing
the content of the SLAs,

• a contracting framework that permits a contract
skeleton to be extracted from the ontology, and

• a monitoring system that can be used to check,
when a violation to an SLA has occurred.

As the service ontology is realised by some
description logic, the contracting framework can
be realised by queries against the ontology. This
has been discussed by Rady (2014) using SPARQL
to extract fragments of contracts from an SLA
ontology. We dispense with discussing this aspect
any further in this chapter. Also, as stated in
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the introduction, SLA monitoring is still in an
infant state, so we will not discuss it here, but
we emphasise again that SLAs that cannot be
monitored are de facto useless, i. e.monitoribility
of SLAs is a necessary property of services.

Different from the classification by Rady we use
the following classification schema, which puts a
stronger emphasis on rights and obligations:

Terms of Usage: Some SLAs simply define gen-
eral facts about the usage of services. Among
these are the pricing schema, conditions for
termination and suspension, and the applicable
jurisdiction. In particular, these facts do not
require to be monitored. They will appear as
part of the contract extracted from the ontology
and can be used to check bills or determine
legal actions in case of inaccuracies.

Technical Aspects: Some SLAs refer to tech-
nical properties of the services that are de-
termined by the service model, i. e. they are
not SLAs in the proper sense. These technical
aspects cover two different areas:

Implementation Aspects: For instance, port-
ability refers to the property of a service to be
moved from one environment to another one,
which is a property of the implementation.
The same applies to interoperability, i. e. the
property that the service can be combined
with others, scalability, i. e. that the service
can be applied to various input sizes, and
modifiability, i. e. the property that the user
may tune the service.
Furthermore, properties such as testabil-
ity, maintainability and verifiability refer to
software-technical characteristics. Actually,
for a service user it is much more import-
ant that a service has been adequately tested
and verified, the results of these quality assur-
ance measures are available and reproducible,
and preferably the service has already been
certified according to some common qual-
ity standard rather than obtaining knowledge
that verification, validation and testing can
be done.

Usage Aspects: This is usually associated with
a usability SLA. Terms such as understand-
ability or learnability used in this context are
only vaguely defined and thus cannot be used
for monitoring purposes. Usability studies
can nonetheless give recommendations to
service users.

However, some of the technical aspects, in
particular the implementation aspects, may also be
regarded as defining obligations and commitments
of the provider to guarantee particular features
of the service, in which case the scope of the
commitments made has to become part of the
SLA.

Obligations and Rights of the Provider: The
most relevant class of SLAs covers obligations
of the service provider, which also capture
what the provider is committed to provide. The
most commonly discussed SLAs in this class
comprise the following:

Availability: The SLA should cover when and
for how long the service is guaranteed to be
available to the user. Normally, this is formu-
lated by some form of acceptable down-time.
We will discuss availability SLAs further
down.

Performance: The SLA defines the expected
(maximum / average) response time and
throughput. Same as for availability, probab-
ility distributions could be used, but this is
not state-of-the-art.

Security and Privacy: SLAs concerning secur-
ity and privacy could define the used meth-
ods for authentication, identity management,
firewall rules, secrets to be preserved, con-
fidentiality regulations, auditing procedures,
etc. In our point of view it appears advisable
not only to register the obligations of the pro-
vider but also the means to be taken to ensure
security and privacy.

Reliability: This refers to the measures taken
by the provider to ensure that message content
and the service results as a whole are reliable.
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Penalty and Compensation: These SLA cap-
ture mainly factual data about the amount to
be repaid in case an SLA cannot be satisfied.

In addition they may be SLAs capturing rights
of the provider, e.g. to close down the service
for maintenance or in case of imminent security
threats – this could be coupled with alerting oblig-
ations – to update the service to a new version or
release, to cancel a contract in parts or as a whole,
to increase prices, etc.

Obligations and Rights of the User: Analogous-
ly, SLAs may refer to obligations of the users in
particular with respect to usage and security /
privacy regulations. These may also be subject
to penalty and compensation regulations.

3.3 A Perspective for Ambient Assistance
Buga et al. (2017b) discuss requirements
for a robotic care system based on the
commercially available GrowMu robot(see
http://www.growmeup.eu/index.php/home/growmu-
robot) with various extensions. The robot is to
support elderly people in everyday life activities.
While the core of the care system, the robot, acts
autonomously and cooperates with its client, a
key feature is its connection to a cloud to process
information, increase its knowledge, and to share
information with other care robots.

On a structural level the care robot is able to
move around in the elderly person’s household. It
provides means for audio-visual interaction com-
prising a tablet screen for additional input/output
of information, a camera to monitor the household
and the client in order to detect critical situations
(e. g. special requests of the client, reminders or
alerts, etc.), a microphone for receiving requests
by the client and enabling the discovery of critical
situations by analysing sound signals (e. g. a cry,
the sound of a falling object, etc.), and speakers
to deliver sound messages. Furthermore, the ro-
bot is equipped with sensors for temperature and
humidity, and with a tray attached to its body for
delivering small items (e. g. drugs the client has
to take).

Abstracting from the physical machine level
comprising among others the electric drive, the
sensors and the input/output devices, we consider
the core of the care system as a service-oriented
system. Thus, on the structural level we can think
of services such as Bring(®x), Come, Report(t(®x)),
Alert(®x), Observe(t(®x)) and Tacit!, respectively.
When issued the robot is to bring the small item
®x to the client, move to the client and wait for
further instructions, record the kind of task t(®x),
the time of issuing, the issuer, and (if applicable)
any rationale for the task, deliver audio-visual
information to the client and send the information
to the cloud, record information about an activity
t (with parameters ®x), or stop the transmission
of observations to the cloud, respectively (for
details see Buga et al. 2017b). All these structural
services assume a proper functioning of the robot.

On an operational level the care robot is to
learn the elderly person’s needs and habits over
time and enhance its functionality, which permits
compensation for the degradation of the client’s
capabilities, and supports encouragement for re-
maining active, independent and socially involved.
For this the cloud maintains an anonymised profile
of the client comprising routine activities, special
care needs, risks that require observation, particu-
lar interests, etc. The observations collected by the
robot are subject to machine learning mechanisms
that enable to learn changes to the profile. All
services provided by the care robot depend on such
profiles. Profiles are to be maintained by service
knowledge bases in the cloud. All robot-cloud
interaction will exploit a client-cloud middleware.
The middleware is used to support the interaction
of a robot with cloud-based services that are used
in several ways such as failure alerts, failure com-
pensation, anticipation of failure situations and
failure prevention, behavioural pattern detection,
safety hazards detection, and enabling of basic
security mechanisms.

In order to support optimal care the cloud-
based robotic care system is to support multiple
interacting care robots. This addresses a learning
aspect as well as a collaboration aspect. These are
used in the various ways dealing with uncertainty
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and privacy and enabling collaboration among
robots. For instance, in the case that multiple
robots take care of a group of elderly people, e.g. in
an elderly home, each robot having dedicated tasks
(e.g. being company during a walk, delivering
post or medicine, remind a caretaker to drink,
etc.), the robots have to interact with each other
and decide (by means of consensus algorithms),
which robot is responsible for a particular patient.
These responsibilities may change over time, for
which location-based information will be required
from the robot, that is analysed by the monitoring
layer to anticipate the upcoming needs of the
patient, and the adaptation layer will realise the
change of responsibilities when needed. This
is extended further to capture failure situations,
where other robots will have to step in to replace
the functionality of a broken down “colleague”.

4 A Proposal for Continued Research
We reported on our research on the foundations of
conceptual modelling for service-oriented systems.
The BDCM2 framework (reported in detail by
Schewe and Wang 2015) addresses in an axiomatic
way the following important features of services:

Behaviour: There must exist a general behavi-
oural theory of services. For this we outlined
our research on the model of Abstract State
Services (AS2s) by Ma et al. (2009a), which
follows the line of research of the ASM thesis.

Description: There must exist a description of
a service that allows it to be discovered and
used. For this we stressed services ontologies,
e. g. the model by Ma et al. (2009b) addressing
functional, categorical and quality aspects of
services.

Contracting: There must exist a contract between
service provider and user covering all relevant
SLAs for the service. Here we outlined that
quality aspects of services should be extended
to capture also all other aspects that could give
rise to SLAs. The collection of SLAs has to be
treated as a binding contract between service
provider and user.

Mediation: A user must use services in the con-
tracted way, but can build service mediations
to realise service-oriented systems satisfying
his purposes. For this we rely on the model
of service mediators developed by Ma et al.
(2012).

Monitoring and Adaptation: It must be possible
to monitor the execution of service mediator
instance in order to validate its behaviour and
contracted SLAs. In case of detected critical
situations or SLA violations the system config-
uration should be changed on-the-fly.

We then sketched the modelling of distributed,
adaptive systems that are based on services suppor-
ted by multiple clouds (for details see Buga et al.
2017a and the references in there). The underlying
model for service-oriented systems that exploit
cloud-enabled services is the mediator model, and
the selection of such services is driven by a service
ontology comprising functional, categorical and
SLA-based characteristics. The concrete inter-
action with the multiple clouds is realised by a
middleware architecture developed by Bósa et al.
(2014). This middleware is extended by monitor-
ing and adaptation layers that identify the need for
a change of a mediator instantiation and provide
an updated one. All parts of the model have been
specified using Abstract State Machines includ-
ing the extensions covering ambient computing
(see Börger et al. 2012), concurrency (see Börger
and Schewe 2016) and linguistic reflection (see
Schewe et al. 2017). We further illustrated the
model by a use case concerning a cloud-based
robotic care system providing services for the sup-
port of an elderly client (see Buga et al. 2017b for
more details).

What is more exciting for an active researcher
than an open invitation to contribute to still
open problems? The BDCM2 framework tries
to cover all aspects of software services and goes
much further than related work by Bergholtz et
al. (2015), Ferrario et al. (2011), Sampson and
Froehle (2006), Preist (2004) or Alves et al. (2007).
Nonetheless, there is still no common agreement
on the ontological question what services and
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service-oriented systems are. For instance, the
proposal by Dahanayake and Thalheim (2015)
contains ideas that are worth being considered as
well. It would be great, if aspects that have not
yet been covered adequately in the BDCM2 frame-
work (if any) were discovered and the framework
fine-tuned. Let us make cloud-enabled distributed
adaptive systems a prime theme for conceptual
modelling and use ambient assistance as an ap-
plication, where service-orientation, autonomous
systems and domain-specific conceptual model-
ling come together.
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Evaluating User Behavior as They Create Mappings in a Web
Development System Using Local Radiance
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Abstract. Information integration with local radiance (IILR) is a system designed for use in web development
frameworks that allows for the creation of polymorphic widgets based on small schema fragments and
mappings to local schema that allow non-expert users to instantiate these widgets in their site. Here,
we present results of a user study using IILR. We show that non-expert users can, and for the most part
enjoy, creating the mappings required for our system. We describe the different behaviors observed of our
participants and relate these behaviors to the survey data from our users.

Keywords. Conceptual Modeling • Web Modeling • User Study

1 Introduction
The goal of our work is to facilitate and em-
power data creators and domain experts to per-
form complex tasks in web-based information
systems that heretofore needed a database or web
developer to accomplish. Modern web-based
content management systems have enabled non-
technical, domain-savvy users to store and publish
data in rich structures with content types that can
reference other content types. This effectively
allows non-technical, domain users to define and
populate their own conceptual models. While
most domain users can publish their data in com-
plex structures, configuring sites to use widgets
typically requires expert developers. These wid-
gets are often limited in their flexibility: the user’s
data must either fit the existing schema of the
widget or the widget must be rewritten to ac-
commodate the user’s schema. Our approach
provides more complex widgets that are written

* Corresponding author.
E-mail. britell@cs.pdx.edu
This work was supported in part by National Science Found-
ation grants 0840668 and 1250340. Any opinions, findings,
and conclusions or recommendations expressed in this ma-
terial are those of the author(s) and do not necessarily reflect
the views of the National Science Foundation.

generically against widget-specific schemas (ca-
nonical structures). These widgets can then be
configured by non-technical, domain experts by
creating simple mappings between their data in
the schemas that they have created (local schemas)
and domain-specific schemas (domain structures)
that are isomorphic to the canonical structures.

Our previous work (Britell et al. 2014, 2016)
presented the formal basis for our system and its im-
plementations. Our IILR technology with generic
widgets has been implemented in an operational,
production website1 with 6,500+ documents and
4,000+ users for over six years but without the
ability for domain users to provide the mappings.
In this work we present the results of our first user
study where domain users with a range of technical
expertise are asked to provide mappings. Subjects
were provided a short training session and then
required to use our system to create mappings for
a widget in a website that they had not seen before.
We show that all subjects of the study were able
to successfully use the system. Subjects used the
system in a number of different ways and we re-
port on these different behaviors. The overriding
goal of the study was to evaluate the feasibility of

1 http://stemrobotics.cs.pdx.edu
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our approach; we show that users generally were
confident of their choice of mappings and enjoyed
using our system.

This paper provides a brief overview of the IILR
system in Section 2. Section 3 describes the design
of our user study, including the participants, the
test structure, the websites used, and the mapping
interface used. We explore the different ways users
interact with our system in Section 4. Results of
the user surveys and their relationship to user
behaviors are shown in Section 5. The paper
concludes with a short discussion in Section 6.

2 Background and Related Work
Traditional structured information integration
scenarios require that local schemas be mapped
to a global schema; developers (and users) can
then issue queries against the global schema to
retrieve information from all participating local
data sources. In our work, we share the goal
of allowing multiple local schemas because we
have seen that even within a single website, dif-
ferent groups of users may define distinct content
types/relationships to describe semantically sim-
ilar content. Thus our work supports information
integration from multiple user-defined schemas
(what we call local schemas). Note that one ad-
ditional feature of our work is that we are able to
extract the local schema names (based on the map-
pings in place) for display in our widgets - rather
than providing query answers (against the global
schema) that use only the global schema names.
This feature that allows the local schema names to
“shine through” to the global or integrated level
is why we call our work Information Integration
with Local Radiance.

Our work differs from traditional information
integration approaches in that we use three levels
of schemas, as shown in Figure 1. A generic
schema (canonical structure) used by the wid-
get developer, a domain-specific schema (domain
structure) that is presented to the user defining the
mappings, and the local schemas as defined by the
domain users. We describe each of these in turn.
We use a simple conceptual model where content

types/entities are shown as labeled rectangles and
uni- and bidirectional references from one content
type/entity type to another are shown as uni- and
bidirectional arrows, respectively.

2.1 Canonical/Domain Structures and
Local Schemas

An example of a canonical structure is shown at
the bottom of Figure 1 to support a navigation wid-
get, a preview of which is shown in Figure 2. The
canonical structure represents only the essential
structure required to write the widget code. For
this example, the navigation widget presents the
initial entity (i.e., Parent) with a nested display of
all subordinate entities (i.e., Part). The navigation
widget recursively displays further subordinate
entities using the Parent - Part relationship, for
all mappings that have been provided. Note that
the canonical structure uses names related to the
functionality of the widget and not to the domain
of the application (library collections, in this ex-
ample). The widget is thus domain-independent
and can be reused in other domains.

A domain structure for use in this website is
shown in the middle of Figure 1. This domain
structure is isomorphic to the canonical structure
shown at the bottom of the figure. A domain struc-
ture provides domain-meaningful names for the
schema elements in the corresponding canonical
structure.

A local schema for a library is shown at the
top of Figure 1. Here we see that each Library
references any number of Collections containing
(i.e., referencing) any number of Books. Each
Book may contain/reference Chapters which then
may contain/reference Sections.

2.2 Mappings
Our system requires mappings at two levels as
shown in Figure 1. One level of mappings is
between the canonical and domain structures—
shown as dotted black lines between the domain
structure in the middle and the canonical structure
at the bottom of the figure. We envision that
the widget developer or a person charged with
configuring widgets for a particular application
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Library Collection Book Chapter Section

Category

Literary	
Unit			

Literary	
Module										

Domain Structure

Local 
Schema

Mappings to Domain

Parent Part Canonical Structure

Mappings to Canonical

Figure 1: A local library schema (top), the library domain structure (middle), the parent-part canonical structure
(bottom), and mappings between the three.

domain would define domain structures and also
provide the mappings from the canonical structure
used by a widget and the corresponding domain
structure.

The focus of this paper is on the mappings
from each local schema to the relevant domain
structure (that has already been mapped to the
canonical structure for the widget). An example
of how the local schema for the library (at the
top of the figure) could be mapped to the do-
main structure (in the middle of the figure) is
shown with colored lines. The blue solid lines
show that the Library-Collection portion of the
local schema has been mapped to the Literary
Unit-Literary Module portion of the domain struc-
ture. Similarly, the red dotted lines show that the
Collection-Book portion of the local schema has
also been mapped to the Literary Unit-Literary
Module portion of the domain structure. And,
the green dotted lines show the Book-Chapter por-
tion of the local schema mapped to the Literary
Unit-Literary Module portion of the domain struc-
ture. The navigation widget accordingly displays
a library (The Metropolitan Library) with two
collections (Astrology and Family Studies) where
the Calendars books in the Astrology Collection
has two chapters shown, see Figure 2. Note that
the navigation widget displays the +/− symbol

that allows the end-user to expand/contract the
navigational display, as desired.

2.3 Widgets
To summarize, the navigational widget, as shown
in Figure 2 is written to query the canonical struc-
ture but is able to display the local data and schema
because of the two levels of mapping provided, as
shown in Figure 1. The widget always displays
the data as mapped; if a mapping is added or
removed, the widget immediately displays more
or less information to the user.

Figure 2: Widget using mappings from Figure 1

2.4 Related Work
Our work has been strongly influenced by work
in schema mapping (Dessloch et al. 2008) and
ETL (Miller et al. 2001) where users can draw
simple lines between source and target schemas.
While these tools are automated to facilitate the
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schema mapping process, the mappings them-
selves and the tools to use them are targeted at
expert database developers. We adopt this ap-
proach to allow non-expert users to do similar
simple mappings.

We are also inspired by the field of end-
user programming (Jones 1995; Lieberman et
al. 2006) whose goal is to get non-developer
users of software to create, modify, and extend
that software. Current end-user web program-
ming paradigms (Rode et al. 2005; Wong and
Hong 2007) focus on allowing end-users to create
“mashups” of existing widgets and data on the
internet. We focus instead on letting end-users
populate polymorphic widgets with their own data
and schema.

We also believe that we can exploit the do-
main knowledge of our users to facilitate this
process much in the same way it can be used to
get non-expert users to perform semantic annota-
tion (Hinze et al. 2012; Price et al. 2009). Our
work is similar to approaches in conceptual mod-
els that introduce intermediate models between
end-user specifications and system models (Mayr
and Kop 2002; Vöhringer and Mayr 2006).

3 Design of the User Study

We designed our user study to test if subjects could
create mappings between local schemas and do-
main structures. Subjects were asked to complete
three tasks; one training task in which participants
were guided through the process of creating map-
pings in a site with a fairly simple schema; and,
two tasks where participants worked on their own
to create mappings in two different sites (with
a simple schema and a more complex schema).
Subjects were given a demographic questionnaire
at the beginning of the session, evaluation ques-
tionnaires at the end of each of the two testing
tasks, and an overall evaluation questionnaire at
the end of the session. As we expect our tool
to be used by domain savvy users our test was
limited to sites in a single domain (in this case, an
educational domain).

For the training task, subjects used a website
built using the library local schema shown in
Figure 1. This schema has a simple hierarchy
between Library, Collection, Book, Chapter, and
Section. There is also a bidirectional relationship
between Category and Book so that the subjects
could create recursive mappings using the tool.
The subjects were shown the structure of the site
using only the hypertext links in the webpages
within the operational website.

They were then shown the mapping tool (Fig-
ure 3) that, for a given domain structure, allows
the user to select a content type from a list of all
possible content types in the site and then choose
a relationship associated with that type. Part of
the mapping interface is a preview widget that
shows how the navigation widget in the site would
look using the given mappings. The tool then
allows users to delete a specific mapping, save all
of their mappings, or delete all of their mappings
(Figure 4).

Figure 3: In the mapping interface, users select a
content type (on the left) and then are shown all possible
relationships to other content types (on the right).

In the training tasks the subjects were asked
to create a number of specific mappings and en-
couraged to make additional mappings, as desired.
There may be many different mappings that can
be created within any given site for any number of
reasons so we explicitly allowed our subjects to
create whatever mappings they felt were appropri-
ate. Since the choice of mappings is subjective,
we did not test to see if subjects would create any
specific mappings. Mappings were only deemed
incorrect if the end result produced irregular wid-
get behavior (e.g., duplicate mappings or disjoint
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Figure 4: The mapping tool allows users to save their
current mappings, delete specific mappings, or delete
all mappings.

mappings). After the scripted part of the training
session participants were allowed to explore the
training site and the mapping tool for as long as
they desired.

After the training task, participants were then
asked to create mappings they saw as appropriate
for a website with the schema shown in Figure 5.
This schema is a simple hierarchy of an academic
journal using unidirectional relationships only.
For the second testing task participants were asked

Journal

Volume

Issue

Article

Section

Figure 5: Schema for first task in the study.

to create mappings they saw as appropriate for a
website based on a university schema shown in Fig-
ure 6. The schema was created with bidirectional
relationships and cycles.

Participants for the study were recruited from
the pool of departmental administration staff from
the university who are in charge of updating the
university webpage for their respective depart-
ments. All participants had working knowledge

University

Department

Research
Lab

CourseProfessor

Student

Figure 6: Schema for second task in the study.

of Journals, Libraries, and Universities. The parti-
cipants had varying degrees of technical expertise
ranging from three to more than ten years of web-
site configuration experience and none to more
than ten years of database experience.

4 User Behaviors
We showed participants how to browse the site, see
a preview of the widget, and create large and small
mappings. We emphasized the use of the preview
functionality as we believed it would benefit the
creation and checking of mappings.

Figure 7 shows an overview of the study sub-
jects’ sessions. Each subject’s session is repres-
ented in a horizontal bar beginning with their
anonymous id. The sessions are broken into boxes
for each task, the first (pink) box shows the training
task, the second (blue) box shows the first testing
task, and the last (green) box shows the second
testing task. The smaller boxes inside each box
represent the various actions performed by the
subject within the task (explained below). The
longest session lasted a little less than 50 minutes
and the shortest was less than 20 minutes. This is
unsurprising given the open-ended nature of the
tasks. In most sessions, subjects took a longer
time with the second task likely due to the more
complex nature of the local schema for the site in
that task. For the two subjects who completed the
second task, one created a single set of mappings
for the university, without cycles, and decided
they were done while the second appeared to rush
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Figure 7: Timelines of user sessions showing length of training, task 1, and task 2.

Figure 8: A study session of task 2 demonstrating the preview, test and check, and the enity-centric behaviors.

through the task and saved a set of mappings
that included duplicate mappings. This was the
only subject to save a set of mappings we deemed
to be incorrect; other subjects created structures
that had duplicate mappings or contained disjoint
parts of the schema but in all cases these subjects
discovered and deleted their bad mappings.

As mentioned above, we believed that the pre-
view feature of our tool would be useful for check-
ing and evaluating mappings. We found that some
of our participants chose to use the preview feature
while others chose to browse through the live site
and see the live widget in the context of the actual
webpages. Figure 8 shows an example of the use
of the preview. In this case the subject starts the
task by creating six mappings, uses the preview
function to check the mappings, deletes two map-
pings, uses the preview again, and then saves the
set of mappings. This subject continues creat-
ing a few mappings and checking with preview.
Figure 9 shows another example of a previewer
where the user starts by creating a single mapping,
previews that mapping, and then saves the set of
mappings. This user continues previewing after
each new mapping. Contrast that with Figure 10

where the subject creates five mappings, browses
the site, creates two more mappings, browses the
site again, creates six more mappings, and then
saves the set of mappings.

Figures 8 and 9 also demonstrate two other
behavior patterns observed in the test. In Figure 8
the subject creates a few mappings, checks them
with preview, then deletes a mapping or two before
saving the set of mappings. Compare that with
Figure 9 where the subject often creates a number
of mappings and when they decide that they are
incorrect or not to their liking they delete the entire
set of mappings and start over.

The three examples shown thus far also demon-
strate the two different ways subjects approached
the process of mapping. In Figures 8 and 10
the subjects created larger navigational structures
(with more mappings). Theses structures were
also built in an entity-centric way, where the sub-
ject starts at one type, creates all the mappings
related to that type and then moves to the next.
Contrast that to Figure 9 where the subject creates
many small structures and the mappings are often
created in what appears to be a random fashion.
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Figure 9: A study session of task 1 demonstrating the preview, delete and start over, and the random behaviors.

Figure 10: A study session of task 2 demonstrating the browse, large, and entity-centric behaviors. Darker rectangles
represent browsing behavior, mappings are displayed above the lighter colored squares, and the dark square at the
end saves all mappings.

5 Results

In regards to our main goal of this study—to see
if domain savvy users can perform the mapping
tasks in our system—the study was a success.
All participants were able to complete the given
tasks within a reasonable timeframe (we designed
the test to take no more than one hour with the
caveat that the open-ended nature could have made
it take longer) and, although they could leave
at any time during the test, no one left the test
prematurely. (One participant inadvertently failed
to complete the final questionnaire but completed
all tasks and task questionnaires.) Participants
were asked to rate the overall usefulness of the
tool and enjoyment of mapping on a scale of one
(Strongly Disagree) to five (Strongly Agree) with
the average response for both questions being 3.7.

An interesting aspect of the behaviors listed
above is how groups of differing behaviors cor-
responded to satisfaction results of the tool and

mapping. Table 1 shows some of this detail. We
found that the group of subjects that used preview
was also the group with more than five years of
experience. Those with less experience tended to
exhibit more browsing behavior.

Table 1: Aggregated user feedback showing satisfaction
with the system for each task and overall and a scale
of one (Strongly Disagree) to five (Strongly Agree).

Satisfaction
Behavior Group Task1 Task2 Overall
Previewer and
Experienced 2.8 3.4 3.6

Non Previewer
and Inexperienced 5 2 4

Larger and
Entity-centric 4 3.25 4.7

Smaller and
Random 2.7 2.7 2.7



Enterprise Modelling and Information Systems Architectures
February 2018. DOI:10.18417/emisa.si.hcm
IILR User Behavior 241
Special Issue on Conceptual Modelling in Honour of Heinrich C. Mayr

Overall those with less technical experience
tended to find the system more useful than those
with more experience. In the questionnaires
related to the tasks, those participants with more
experience expressed some frustration that they
were limited to what the tool could do when they
knew how to edit HTML directly to get the results
they wanted. Also of note is that even though
inexperienced users preferred the tool overall
they were less satisfied during the second more
complex task.

Table 1 also shows the difference between the
larger/entity-centric mappers and the smaller/ran-
dom mappers. We see that across the board the
larger/entity-centric mappers were more satisfied
with the tool on each of the tasks and overall. It is
likely that these subjects had a better understand-
ing of the structure of the sites, our tool, and the
tasks.

6 Conclusions
We use three levels of schema to facilitate end-
users as they enhance their websites by mapping
their local schemas to domain-specific schemas
while allowing developers to maintain their own
widget-specific schemas. Our test successfully
demonstrated that non-expert domain users can
perform the mapping tasks necessary to use our
system. Overall subjects enjoyed using the tool.
It is interesting that those with less experience
appear to like our tool more than those with more
experience, but we had a very small sample size
(seven) and the user interface for our mapping tool
was rudimentary, at best.

Our production website that implements IILR
is written using the Drupal2 web development
framework. We have made our technology, in-
cluding the mapping tools, available publicly to
the Drupal community. Given our experience
with our production website over the years and
the evolution of our thinking regarding the IILR
approach, we look forward to re-implementing the
system including new implementations in other

2 http://drupal.org

web development frameworks. This would likely
present a cleaner, more fully featured, and more
general implementation of IILR.
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Eliciting User Interface Requirements and Deriving Usability
Problems from Scenario Textual Descriptions
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Abstract. Scenario Textual Descriptions (STD) are general-purpose natural language descriptions of a
narrative scenario of end users, real or potential, using an existing or a future interactive system. STDs
may take many forms: use cases, structured scenarios, user stories, and natural language expressions of
user actions. As such, these STDs contain useful information for initiating the development life cycle of a
user interface of this interactive system. On the one hand, when the end user expresses some interaction
through these STDs, user interface requirements can be elicited by deriving model fragments from them:
user model, task model, domain model, process model, etc. On the other hand, when the end user refers to
any previously used system to feed the requirements, usability problems can be derived from user interfaces
critiques: usability problems by interaction object, by dialogue box or window, by entire application. Both
approaches feed a bidirectional approach where requirements and usability problems co-exist in the same
STD. This article presents how FlowiXML supports the entire approach based on a real-world case study
for a distributed system for managing teaching students.

Keywords. Automated User Interface Generation • Business Modelling • Requirements Elicitation

1 Introduction
Scenario-based design (Rosson and Carroll 2009)
as well as Participatory Design and other forms of
user-centred design initiate typically initiate the
development life cycle of the User Interface (UI) of
an interactive application using Scenario Textual
Descriptions (STD), which are general-purpose
natural language descriptions of a narrative scen-
ario of end users, real or potential, using an ex-
isting or a future interactive system.Such STDs
usually consist of informal but structured narrative
descriptions of interaction sequences between the

* Corresponding author.
E-mail. jguerrero@cs.buap.mx
Note: In a previous work (Lemaigre et al. 2008), we have
introduced the process of how to elicit model requirements
from textual scenarios. This article generalizes the whole
process based on Scenario Textual Descriptions with two
original aspects: automatic text interpretation to select ele-
ments with CRUDS-based UI to support the handling of
selected objects and deriving usability problems from the
same source.

users and the interactive system, whether it is ex-
isting or envisioned. Scenarios have been proved
(Rosson and Carroll 2009) to be a valuable mean
to elicit, improve, and validate UI requirements.
On the other hand, descriptions of the UI domain
itself and the UI requirements are also expressed
using conceptual models depicting either static
(Tam et al. 1998) or dynamic (Fliedl et al. 2003)
aspects of the interactive system. The models res-
ulting from this process are supposed to raise the
level of abstraction with respect to the implement-
ation (Tam et al. 1998). The models are frequently
expressed in a formal way so as to enable model
reasoning. The process which ultimately leads
to these descriptions, whether they are informal
(such as scenarios) or semi-formal (such as mod-
els) is Requirement Engineering (RE) (Haumer
et al. 1998). STDs have the advantage to describe
UI requirements from captured or imagined user
interactions through concrete examples (Garland
et al. 2001) of the user carrying out her task. This
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form is much more representative and evocative
for an end user to validate UI requirements than
models that are mainly used by software engin-
eers. Models, e. g., domain models, user models,
are expressed in a way that maximizes desirable
properties such as completeness, consistency, and
correctness (Vanderdonckt 2005). But their ex-
pression is significantly less understandable for
end users who are often in trouble of validating
their UI requirements when they are confronted to
models. Consequently, both types of descriptions,
scenarios and models, are needed interchangeably
in order to conduct a proper process that will
effectively and efficiently feed the remainder of
the UI development life cycle. STDs could be
also effectively used in various configurations of
the user interface development life cycle, like for-
ward engineering (Simarro et al. 2005), reverse
engineering (Bouillon et al. 2004), adaptation of
user interfaces (López-Jaquero et al. 2007), and
automated evaluation (Beirekdar et al. 2002).

We introduce model elicitation as the activity of
transforming textual scenarios into models that are
pertaining to the UI development. The remainder
of this article is structured as follows: some re-
lated work is reported in Section 2. Three levels
of model elicitation are defined in Section 3 and
consistently described and discussed in the light of
a model elicitation tool implementing these tech-
niques. Section 4 gives another example. Section
5 will sum up the benefits and the shortcomings
of the model elicitation techniques investigated so
far and will present some future avenues for this
work.

2 Related Work
Model elicitation consists of transforming scen-
arios into models so that they are usable in the rest
of the UI development life cycle (Haumer et al.
1998), for instance by conducting a model-driven
engineering method (e. g., Clerckx et al. 2006;
Vanderdonckt 2005). Model verbalization (Jarrar
et al. 2014) is the inverse process: it consists of
transforming model elements into textual scen-
arios while preserving some quality properties

(e. g., concision, consistency). Any model may be
considered for this purpose: models found in HCI
(e. g., task, user) or in RE (e. g., domain, organiz-
ation). In (Bono and Ficorilli 1992), the system
restates queries expressed on a domain model
(here, an entity-relationship attribute model) into
natural language expression. As such, model eli-
citation is not new in software engineering (Fliedl
et al. 2005, 2004), but at least four significant
works have been conducted in Human-Computer
Interaction (HCI):

1. U-TEL (Lu et al. 1999) is a user-task elicita-
tion software that enables designers to allocate
elements of a textual scenarios into elements
of three models: actions names (relevant to the
task model), user classes (relevant to a user
model), and objects names (relevant to a do-
main model). This allocation can be conducted
manually or automatically.

2. In (Caffiau and Portet 2017), a task model
is expressed through a STD and a mapping
(Simarro et al. 2005), manipulate, and correct
better a STD representation of the task model
than the task model itself, which may involve a
special notation.

3. T2T (Paris et al. 2002) is a tool for automatic
acquisition of task elements (names and relation-
ships) from textual documents such as manuals.
Another version exists for the same purpose
from a domain model (here, an object-oriented
diagram) (Lu et al. 1999) and fro multiple het-
erogeneous sources (Lu et al. 2002).

4. Garland et al. (Garland et al. 2001) present
general software for gathering UI requirements
from examples containing various elements that
are relevant for different models, but models
are not constructed per se.

From these works, we observed the following
shortcomings: some, e. g., (Garland et al. 2001)
do not produce a genuine model in the end, some
other produce model elements that are relevant to
HCI (e. g., Garland et al. 2001; Paris et al. 2002;
Paternò and Mancini 1999), but the only some
model elements are derived (e. g., task names)
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or they mostly focus on task models whereas
several models are typically found in HCI, not
only the task model. When other models are
considered, e. g., the user and the domain (Lu
et al. 1999), only the names of the classes are
captured. In this article, we would like to capture
all elements (classes, attributes, and relationships)
of several interrelated models to inform the UI
development life cycle. It is however fundamental
that the task model is considered to initiate a full
model-driven engineering life cycle (Clerckx et al.
2006; Paternò and Mancini 1999). DYNAMO-
AID (Clerckx et al. 2006) provides a distribution
manager which distributes the sub-tasks of a task
model to various computing platforms in the same
physical environment, thus fostering a task-based
approach for distributing UIs across locations of
the physical environment. In the next section,
an elicitation of UI model elements is provided
according to three levels of sophistication.

3 User Interface Model Elements
Elicitation

In order to effectively support UI model elicita-
tion, the model elements that are typically involved
in the UI development life cycle should be con-
sidered. Figure 1 reproduces a simplified version
of the ontology of these model elements that will
be used throughout this article: only classes and
relationships are depicted here for concision, not
their attributes and methods. The complete ver-
sion of this ontology along with its definition and
justification is detailed in (Guerrero Garcia et al.
2008). We choose this ontology because it char-
acterizes the concepts used in the development
life cycle of UIs for workflow systems, which are
assumed to have the one of the largest coverage
possible. Any other similar ontology could be
used instead. In this ontology, tasks are organized
into processes which are in turn ordered in a Work-
flow. A job consists of a logical grouping of tasks,
as we know them (Paternò and Mancini 1999).
Jobs are usually assigned to organizational units
(e. g., a department, a service) independently of
the workers who are responsible to conduct these

jobs. These workers are characterized thanks to
the notion of user stereotype. But a same task
could require other types of resources such as
material resources (e. g., hardware, network) or
immaterial resources (e. g., electricity, power).
A task may manipulate objects that can invoke
methods in order to ensure their role. Figure 1
represents the conceptual coverage of model ele-
ments that will be subject to model elicitation
techniques. This coverage is therefore larger than
merely a task, an object, a user as observed today
in the state of the art. In the next subsections, three
progressively more sophisticated elicitation tech-
niques based on this ontology will be described,
motivated, and exemplified on a running textual
scenario. This scenario explains the workflow for
obtaining administrative documents in a town hall.

3.1 Model Elicitation Level 1: Manual
Classification

The UI designer is probably the most reliable
person to identify in the textual scenario frag-
ments that need to be elicited into model elements.
Therefore, manual classification of model ele-
ments remains of high importance for flexibility,
reliability, and speed. In a manual classification,
any name that represents an instance of a model
element belonging to the ontology can be manu-
ally selected, highlighted, and assigned to the
corresponding concept, such as a task, a job, an
organizational unit, etc. Consequently, all occur-
rences of this instance are automatically identified
in the scenario and highlighted in the colour as-
signed to this concept. For instance, grey for an
object, yellow for a user, red for an organizational
unit, blue for a task. This colour coding scheme
can be parametrized according to the designer’s
preferences.

Elicitation of a class. Any class belonging to
the ontology can be manually classified according
to the aforementioned technique. For example,
“statement” is considered as an object instance in
Figure 2 and is therefore assigned to the corres-
ponding tab . Since a model element may appear
in the scenario in multiple alternative forms (e. g.,
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Figure 1: Simplified ontology of the model elements.

a plural form, a synonym), an alias mechanism
enables designers to defines names that are con-
sidered equivalent to a previously defined one.
For example, “statements” and “stated text” could
be considered aliases of “statement”.

In User-Centred Design (UCD), tasks, users,
and objects are often considered as first-class
citizens. Therefore, it is likely that the design
will initiate the classification by identifying firstly
tasks and related objects for instance. An object
or a task could be of course elicited separately. In
order to speed up this activity, the designer may
directly associate a task to its related object when
selected according to the same mechanism. All
occurrences are highlighted similarly. Figure 3
illustrates this situation: a “birth statement” object
is selected and a task “issuing” is attached to this
object in order to create a complete task “issuing
a birth statement”.

A special support exists for tasks: at any time,
the designer may specify for a task:

• A predefined task type: a taxonomy of task types
(e. g., communicate, create, delete, duplicate)
is made accessible for the designer to pick a
name from, while a definition for each task
type is displayed. This taxonomy consists of 15
basic task types that are decomposed into +/-
40 synonyms or sub-task types as used in the
UsiXML User Interface Description Language
[18]. Each predefined task type comes with a
precise definition and scope of the task, some

synonyms if any, and its decomposition into
sub-tasks if any.

• A custom task name: any non-predefined task
name can be entered, such as “issuing” in Figure
3.

• A pattern of tasks: any set of predefined task
types and of custom task names. Such a set
can be defined by the designer and reused at
any time. For example, the pattern CRUD
(acronym for Create, Read, Update, Delete)
will automatically enter four predefined task
types for a designated object.

Elicitation of an attribute. The same technique
is used in order to elicit an attribute of a class:
either this attribute is predefined in the ontology
(e. g., “frequency” to denote the frequency of a
task) or a custom name can be manually entered.
For example, in Figure 4, the designer has iden-
tified in the scenario the expression denoting the
frequency of task and therefore elicits this attrib-
ute for the corresponding task (here, “ticketing”).
The attribute is then represented as a facer of the
corresponding task. Figure 5 graphically depicts
the three main steps for entering a custom name
for an attribute, here an organizational unit. The
location of an organization unit is an attribute that
does not belong to the ontology. Therefore, once
such a parameter has been selected (Figure 5a), it
can be identified with a unique name (Figure 5b),
and then included in the hierarchy (Figure 5c).

Elicitation of a relationship. By using drag and
drop, the designer can arrange model elements
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Figure 2: Elicitation of a class (here, an object) in manual classification.

Figure 3: Assigning a task to a already defined object.

in their corresponding hierarchy in order to re-
flect the decomposition relationships of Figure 1.
For example, a task is decomposed into sub-task,
tasks are composed in a process, processes are
composed into a workflow. Apart from these de-
composition relationships, only the “manipulates”
relationship between a task and an object can be
encoded in this level because it can be recorded
thanks to the special support for tasks described
above. For example in the right pane of Figure
3, the object “statement” is further refined into
the two sub-classes “birth statement” and “death
statement”, that automatically inherit from the
attributes of the super-class.

3.2 Model Elicitation Level 2:
Dictionary-based Classification

The model elicitation technique described in the
previous sub-section, although flexible, reliable,
and fast, represents a tedious task for the designer
since it is likely to be repeated. Therefore, instead
of manually designating in the textual scenario
the fragments that are subject to model elicitation,
these fragments could be automatically classified
according to a dictionary of model terms. We
distinguish two categories of dictionary:

1. Generic dictionaries contain fragments repres-
enting model elements that are supposed to
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Figure 4: Elicitation of a predefined attribute for a task.

be domain-independent (e. g., “a worker”, “a
manager”, “a clerk” for a user model; “create”,
“read”, “update”, “delete” for a task model, etc.)

2. Specific dictionaries that contain fragments
representing model elements that are domain-
dependent (e. g., a “physician”, “a pharmacist”
in medicine for a user model; “administrate”
for a task model, “physiology ” for a domain
model).

Each dictionary may contain predefined terms
(like the task types) and aliases (e. g. plural, syn-
onyms) in order to maximize the coverage of the
automatic classification. In order to tailor this
classification, two types of filters could be applied
Tam et al. 1998:

1. Positive filters force some model terms to be
considered anyway, whatever the domain or the
context of use are.

2. Negative filters prevent the automatic classific-
ation from classifying irrelevant terms, such as
articles (e. g., “the”, “a”), conjunctions (e. g.,
“with”, “along”).

The terms collected in such filters can be edited
manually within any ASCII-compliant text editor.
The advantage of this dictionary-based classifica-
tion over the manual one is certainly its speed: in

a very short amount of time, most terms belong-
ing to the dictionaries, modulo their inclusion or
rejection through the usage of filters, are classified.
The most important drawback of this technique is
that the identified terms are not necessarily located
in the right place in their corresponding hierarch-
ies. For example, a task hierarchy resulting from
this process may consist of a one-level hierarchy
of dozens of sub-tasks located in the same level
without any relationships between them. In order
to overcome this serious drawback, a semantic-
based technique is required that is addressed in
the next subsection.

3.3 Model Elicitation Level 3: Towards
Semantic Understanding

Different techniques exist that elicit model ele-
ments from textual scenarios, but so far they have
never been applied in HCI to our knowledge: syn-
tactic tagging (Fliedl et al. 2003), semantic tagging
(Fliedl et al. 2004), chunk parsing (Fliedl et al.
2004). Genuine semantic understanding requires
natural language understanding and processing,
which is far beyond the scope of this work. What
can be done however is to substitute a semantic
understanding by a combination of syntactic and
semantic tagging (Fliedl et al. 2005, 2004) in
order to recognize possible terms that express,
depict, reveal model elements. For instance, a
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Figure 5: Section a. Elicitation of a custom attribute for an organizational unit: selection. Selection b Elicitation
of a custom attribute for an organizational unit: identification. Section c. Elicitation of a custom attribute for an
organizational unit: inclusion.

scenario sentence like “An accountant receives
taxes complaints, but she is also in charge of
receipts perception” should generate: a task “Re-
ceive taxes complaint”, a task “charge of receipts
perception”, both being assigned to the user stereo-
type “Accountant”, and a concurrency temporal
operator between those two tasks because no spe-
cific term is included to designate how these tasks
are actually carried out by an accountant. We may
then assume the most general temporal operator,
like a concurrency temporal operator. To reach
this goal, this level attempts to identify possible
terms in a syntactical structure (e. g., a set, a list,

a sequence) that depicts a pattern for inferring
for instance a task, another task with a temporal
constraint, etc. For each model element, a table
of possible terms involved in this pattern structure
is maintained in accordance with the semantics
defined in Figure 1. On the one hand, this pattern
matching scheme is syntactical because it is only
based on detecting a particular combination of
terms. On the other hand, those terms are assumed
to reflect the precise semantics defined in the onto-
logy. But we cannot say that this is a true semantic
understanding anyway. Table 1 shows some ex-
cerpts of possible terms related to the concept
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of task, along with its attributes, while Table 2
shows some possible terms for detecting possible
temporal relationships between tasks. This pat-
tern matching can be executed automatically or
under the designer’s control who validates each
matching one by one. The reserved names for
model elements (e. g., task, the task attributes, and
the temporal operators between the tasks) are read
from the XML schema definition of the underly-
ing User Interface Description Language (UIDL),
which is UsiXML (Vanderdonckt 2005) in this
case. After performing the elicitation of model
elements according to any of the three aforemen-
tioned technique, the model elicitation tool can
export the results in UsiXML files for the whole
set of models or for any particular combination
(e. g., only the tasks with the users) at any time.
Afterwards, this file can be imported in any other
UsiXML-compliant editor, such as IDEALXML
for graphical editing.

4 Conclusion

In this article, we have investigated three differ-
ent techniques for eliciting model elements from
fragments found in a textual scenario. These
three techniques are progressively more advanced
in terms of consideration of the possible terms
found in the scenario: from purely manual syn-
tactical classification until ontology-based pseudo-
semantic understanding. Beyond the facilities for
automated classification of terms into the respect-
ive models, that are compatible with the initial
ontology, the model elicitation tool allows editing
facilities within a same model and across models.
Its main drawback today is the lack of graph-
ical visualization of inter-model relationships or
intra-model relationships, others than merely de-
composition relationships. For the moment, these
relationships are only collected in a table that can
be further edited. In the near future, we would
like to refine the level 3-technique in terms of
possible combinations of terms in an expression
to be subject for the pattern matching.
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Model-Driven Time-Series Analytics
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Abstract. Tackling the challenge of managing the full life-cycle of systems requires a well-defined mix of
approaches. While in the early phases model-driven approaches are frequently used to design systems,
in the later phases data-driven approaches are used to reason on different key performance indicators of
systems under operation. This immediately poses the question how operational data can be mapped back to
design models to evaluate existing designs and to reason about future re-designs. In this paper, we present
a novel approach for harmonizing model-driven and data-driven approaches. In particular, we introduce an
architecture for time-series data management to analyse runtime properties of systems which is derived
from design models. Having this systematic generation of time-series data management opens the door to
analyse data through design models. We show how such data analytics is specified for modelling languages
using standard metamodelling techniques and technologies.

Keywords. Model-Driven Engineering • Time-Series • Data Analytics • Language Engineering

1 Introduction

In model-driven engineering (MDE), models are
the central artefact and used as a main driver
throughout the software development process, fi-
nally leading to an automated generation of soft-
ware systems (Lara et al. 2015). In the current
state-of-practice in MDE (Brambilla et al. 2017;
Karagiannis et al. 2016), models are used as an
abstraction and generalization of a system to be
developed. By definition, a model never describes
reality in its entirety, rather it describes a scope
of reality for a certain purpose in a given con-
text (Brambilla et al. 2017). Thus, models are
mostly used as prescriptive models for creating a
software system (Heldal et al. 2016). Such design
models determine the scope and details of a do-
main of interest to be studied. For this purpose,
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different types of general modelling languages
(e. g., state charts, class diagrams, etc.) may be
used or domain-specific languages (DSLs) (Kar-
agiannis et al. 2016) may be employed. It has
to be emphasized that engineers typically have
the desirable behaviour in mind when creating a
system, since they are not aware in these early
phases of many deviations that may take place at
runtime (van der Aalst 2016).

According to Brambilla et al. (2017) the im-
plementation phase deals with the mapping of
prescriptive models to some executable systems
and consists of three levels: (i) the modelling
level where the models are defined, (ii) the realiz-
ation level where the solutions are implemented
through artefacts that are used in the running
system, and (iii) the automation level where map-
pings from the modelling to the realization phase
are made. However, these levels are currently
only used for down-stream processes. The possib-
ility of up-stream processes is mostly neglected
in MDE (Mazak and Wimmer 2016). Especially,
for later phases of the system lifecycle descriptive
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models may be employed to better understand how
the system is actually realized and how it is operat-
ing in a certain environment (Mazak and Wimmer
2016). Compared to prescriptive models, those
descriptive models are only marginal explored in
the field of MDE, and if used at all, they are built
manually.

In this paper, we move towards a well-defined
mix of approaches to better manage the full life-
cycle of systems by combining prescriptive and
descriptive model types. In particular, we intro-
duce a model-driven time-series data analytics
architecture for harmonizing model-driven and
data-driven approaches. Based on this architec-
ture, we show how data analytics can be specified
for modelling languages using standard metamod-
elling techniques. This means, design-oriented
languages are equipped with extensions for repres-
enting runtime states as well as runtime histories,
which in turn allow the formulation and com-
putation of runtime properties with the Object
Constraint Language (OCL). This approach has
the advantage to directly interpret measurements
and events within the design models without in-
troducing an impedance mismatch.

The remainder of this paper is structured as
follows. Section 2 provides the background for
this paper by introducing a motivating example
which is subsequently used as running example.
Section 3 gives an overview of our architecture
for unifying model-driven and data-driven ap-
proaches. In Section 4, we present in detail how
time-series analytics can be integrated in metamod-
els. Section 5 discusses the related work. Finally,
in Section 6, we conclude with an outlook on
future work.

2 Motivating Example
In this section, we introduce a motivating example,
which will subsequently become the running ex-
ample of this paper. We first describe the example
from the modelling perspective, then from the
realization perspective with a focus on runtime
data collection, and finally conclude with the chal-
lenges we aim to address with this paper.

Model-Driven Perspective
As our motivating example, we consider a
grip-arm robot (gripper) with different position
properties of axis angles: BasePosition

(BP), MainArmPosition (MAP), and
GripperPosition (GP). From a device point of
view (cf. Figure 1(a)), the structure of the gripper
component and its behaviour are modelled at
design time by a subset of a SysML-like language,
i.e., blocks with associated state machines. The
top of Figure 1(a) shows the specific properties
(BP,MAP,GP) of the block, whereas the actual
property values depend on the different states
(e.g., Idle, Pick Up). The states are given at the
bottom of Figure 1(a).

By the given state machine, property value
changes are modelled. The gripper has certain
positions at initialization, in state Idle and in state
Pick Up. The assumption of the modelled state
machine is that as soon these states are reached,
the position values are set. However, such state
machines are a kind of black box, where only
the discrete values before entering the state and
after leaving the state are known (cf. Figure 1(b)).
While this may be sufficient for several design
tasks and discrete systems, for continuous systems
more information may be required. This is in
particular true for our example case. The gripper
represents a continuous system, since it does not
immediately realize the next position, but needs
time to move to the given place. Usually, such
information is not directly given in a design model,
but it may be important for several tasks such as
optimization, validation, and verification. The
ability to observe property value changes over
time within states may contribute to capture the
current capabilities and shortcomings of systems.
Thus, the presented approach of this paper aims to
transform the black box into a so-called “grey box”
to make the effects of value changes visible (see
Figure 1(c)). For instance, observation sequences
of property value changes are an important base
information of a system’s operation to compute
operating figures to check if the behaviour of each
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Figure 1: Different model-based views on a grip-arm robot.

gripper’s axis corresponds to the defined one in
the design model.

Data-Driven Perspective
For the technical realization of our example, we
developed a simulation model of the gripper con-
sisting of three angle sensors, which we executed
by the open source tool Blender1 . We deploy
the scenario of a pick-and-place unit, where the
gripper picks up different color-coded work pieces,
place them on a test rig, picks the items up again
and puts them down, depending on their red or
green color, in two different storage boxes. The
simulation environment receives its commands
via Message Queue Telemetry Transport (MQTT)
from a server controller implemented with Kotlin2
. The simulation enables to acquire transient data
streams in real-time from the angle axes of the
gripper (BP, MAP, GP, unit is radian), which are
equipped with sensors.

To react on events of interest provided by these
data streams, we employ the publish/subscribe
pattern. In our example, we subscribe to the
sensor topic to receive in a temporal distance of
15 milliseconds the filtered data streams of the
sensors of the gripper during simulation. Thereby,
we are interested in property value changes (i. e.,
positions of the axes) in the simulation at given
points in time. Messages from the sensor topic are

1 https://www.blender.org
2 https://kotlinlang.org

defined in JSON3 specifying the sending unit as
well as the measured data. The following example
shows such a message from the angle sensors of
the gripper to the controller.

{"entity": "GripperArm",

"basePosition": 0.0,

"mainArmPosition": 0.0,

"gripperPosition": 0.0}

This example shows the positions of the angle
axes at system initialization (see Figure 1). The
angle position of each axis has the value 0.0. The
default range of the angle values is [−π,π]. To
analyze our scenario, it is important to save the
measured data over time. For this purpose, we
use the time series database InfluxDB4 . InfluxDB
allows us to store a large amount of time-stamped
data. In addition, by the tool Grafana5we can
visualize our stored sensor values.

Challenges
Our motivating example is discussed from two
angles: (i) from the model-driven, i. e., how the
intended system should work, and (ii) from the
data-driven, i. e., how measurements can be taken
from the running system to reason about the ac-
tual realization. While the first perspective is
lacking concepts to define runtime data such as

3 http://json.org/example.html
4 https://www.influxdata.com
5 https://grafana.com
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time-series, the second perspective has to cor-
rectly interpret the collected measurements. The
challenge is how to overcome the gap between
those two perspectives (i) to monitor important
data from operation, (ii) to align the measure-
ments with the design model in order to provide
a semantic anchoring of the data, and (iii) to
provide meaningful analytics whereas the results
of the analytics are interpretable for the given
design models to reason about improvements or
fulfilments of given requirements.

3 Unifying Architecture for Model-Driven
and Data-Driven Approaches

In order to allow a smooth integration of model-
driven and data-driven approaches, we present in
this section an architecture, which builds on the
classical model to system downstream in terms of
code generators, but at the same time, supports
an upstream in terms of mapping data back to
design models. Figure 2 gives an overview of
this architecture. In the following section, a more
detailed description of the different parts will be
presented based on our running example.

The proposed architecture consists of four main
parts. First, the left hand side of Figure 2 cap-
tures the classical downstream MDE approach
(cf. (a) in Figure 2). At the metamodel layer, the
design language is defined with the help of
a metamodelling language (in our setting Ecore).
Conforming to the design language, the design
models are defined at the model level describing
the static (i. e., structure) and dynamic aspects
(i. e., behaviour) of a system to be developed. For
the vertical transition from the modelling to the
realization level we assume the existence of model-
to-text transformations for code generation. Thus,
this part of our architecture describes how we
can derive the executable system from the design
model as is the state-of-the-art in MDE.

Second, we continue with defining the first part
of the up-stream process of runtime data to the
design model (cf. (b) in Figure 2). In addition
to the actual systems, the runtime observer is
generated out of the design model. The runtime

observer collects important information from the
running system to represent the current state of
the system. Those observations should not only
be recorded by observing the running system, but
should be also representable at the model level.
Thus, we extend the design language with a
dedicated runtime language. This metamodel
defines the syntax to represent snapshots of the
running system connected to the design model
elements. Those snapshots are represented in
the runtime state models which extend the
design models and may be directly updated by
the runtime observer during runtime. In sum-
mary, this part of our architecture maps runtime
data at the model level for one single point in time
and may be used to monitor a system on the model
level.

Third, we define the runtime history of a system
(cf. (c) in Figure 2). For reasoning about, e.g.,
property value distributions, it is important to have
the complete history of value changes as starting
point as one snapshot is definitely not sufficient
for such computations. Thus, in the time series
database the observations of the running system
are stored. Based on these collected observations,
the runtime history models may be directly
updated. These models conform to the runtime
history language, which is an extension of the
runtime language. In the runtime history
language, the syntax is defined for representing
histories of runtime phenomena of interest, e.g.,
property values, events, etc.

Finally, after defining those concepts for storing
observation histories at the model level, it is also
possible to analyse the stored observations (cf. (d)
in Figure 2). For this purpose, we define runtime
properties based on the Object Constraint Lan-
guage (OCL) by introducing derived properties
for the metamodel elements. These derived prop-
erties enable us, e.g., (i) to compute descriptive
statistics, (ii) to evaluate monotony behaviour of
value changes, or (iii) to compute lower and upper
bounds of properties to mention just a few ex-
amples. Based on the runtime properties, the
runtime property values are computed by
analysing the collected time-series. Thus, runtime
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Figure 2: Unifying architecture for model-driven and data-driven perspectives.

data is back propagated to the design models and
this mapping allows to interpret the data through
the design model elements as there is a clear trace-
ability guaranteed from design elements, runtime
states, and runtime histories.

By this architecture, we are able to harmon-
ize model-driven and data-driven approaches,
where time-series data management of systems at
runtime can be derived from initial design models
and be used again at the model layer by importing
the time-series to model structures. How this
model structures are defined is the topic of the
next section.

4 Metamodelling Blueprint for Enhancing
Models with Time-Series Analysis

Based on our running example, we further detail
in this section how the afore presented architecture
can be realized for a given language. In partic-
ular, we show for the introduced design model-
ling language, how the extensions for runtime
states, runtime histories, and runtime properties
are defined as reusable metamodelling blueprints.
The time-series analysis we are focusing on for
demonstration purposes is about property value

changes of the axis angles (i. e., BP, MAP, GP) of
the gripper in our running example.

Design Elements
As already mentioned before, our starting point
is the availability of a design modelling language
expressed in Ecore. For our running example,
we model the structure of the gripper with its
properties as a kind of block diagram similar
to what is known from SysML. A block has an
associated state machine, where different states
and transitions are defined. For states, assignments
can be defined, which are executed when a state
is activated. The assignments in our exemplary
language are simple value assignments for the
properties of a block. The resulting metamodel
for the described design language is shown in
Figure 3.

Runtime States
In order to express concrete runtime states on the
model level, the metamodel has to be extended
with runtime concepts. For this task, there are
several existing approaches available, e. g., (Engels
et al. 2000; Mayerhofer et al. 2013; Meyers et al.
2014). Most of them add additional metamodel
elements to the design language to describe what
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Figure 3: Design metamodel for the running example.

runtime phenomena are of interest and how they
are connected to design concepts. For our running
example, the runtime language is considered
as an extension of the design metamodel to allow
representing property values for a given point in
time (i. e., for a snapshot of the running system).
In addition, transitions may fire during runtime.
Thus, the concept of transition firing is introduced.
While values are considered by measurements
during the operation phase, the firing of transitions
are categorized as events. Please note that the
relation to the design concepts has to be clearly
stated by the runtime concepts, e. g., the value
concept is related to the property concept. Figure 4
captures the concrete realization of the runtime
extension for our design language.

«design»

Property

TransitionFiring

«design»

Transition

Value
value: Float

[1..1] transition
[0..1] value

Figure 4: Runtime metamodel for the running example.

Runtime Histories
To reason about operation figures going beyond
one snapshot in time such as distributions, upper
and lower bounds, histories of property values
and event sequences are necessary. Therefore, we
need another extension which allows to represent
the runtime history of a system. For this, we

introduce a novel metamodelling blueprint which
introduces the concept of history by providing a
sequence of steps having a particular timestamp
associated. Figure 5 illustrates the separation
of steps into measurement snapshots and event
snapshots. These specific steps are forming the
event histories and measurement histories. The
measurement history contains all measurement
snapshots, which comprise values for given time
steps. Event histories do the same for events. In
our running example, the measurement snapshots
refer to the value runtime concept introduced by
the runtime extension and the event snapshots are
referring to the transition firing concept.

Having this base structure introduced allows us
to represent time-series data in design models by
using runtime concepts as glue between models
and data.

Runtime Properties
For analysing the time-series data represented in
the aforementioned runtime history models, we
introduce derived properties which actually repres-
ent runtime properties. Derived properties have
been already used heavily in the past for deriv-
ing additional information from given structures
and values. As we explicitly represent runtime
histories as model structures, we can make use
of derived properties to derive runtime inform-
ation from the base time-series recorded during
operation.

In the following we state three runtime prop-
erties for the given design language, namely for
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Figure 5: Runtime history metamodel for the running example.

the Property metaclass and the Assignment
metaclass. We use standard OCL to derive the
runtime properties.

For properties defined in blocks, it may be of
interest if their values are strictly increasing over
time or not. This can be expressed in OCL by
providing a derived history reference for properties
from the complete measurement history. The
reference only contains the slice of the full history
which concerns the given property. Using this
reference, we can simply collect all values as a
sequence (the ordering expresses the occurrence
of the values). If the sorted sequence corresponds
to the base sequence, then the property is strictly
increasing.

con t ex t Property : : isStrictlyIncreasing :
↪→Boolean

der i v e : s e l f . history . steps . measure . value−>
↪→flatten ( )−>sortedBy ( x | x ) = s e l f .
↪→history . steps . measure . value−>flatten ( )

Concerning the assignments within states, one
may be interested if the stated value is actually
realized by the system. For this, the realized values
may be collected by taking the last snapshots of
all assignment executions for a given assignment.

con t ex t Assignment : : realizedValues : S e t ( Float
↪→ )

der i v e : s e l f . histories −> c o l l e c t ( x | x . steps
↪→−> last ( ) ) −> c o l l e c t ( x | x . measure .
↪→value ) −> asSe t ( )

Having the set of realized values, the maximum
deviation is calculated by introducing another
derived property which builds on the previous
one.

con t ex t Assignment : : maxDeviation : Float
der i v e : s e l f . realizedValues −> c o l l e c t ( x | (

↪→ s e l f . value−x ) . abs ( ) ) −> sortedBy ( x | x )
↪→−> last ( )

5 Related Work
In this section, we discuss existing work with
respect to the contribution of this paper, namely
the combination of model-driven and data-driven
approaches with a focus on time-series analytics.
Therefore, we first discuss data-driven approaches
for enhancing existing domain specific languages
(DSLs), and subsequently, we enumerate existing
work which proposes dedicated DSLs for time-
series analytics.
Data-driven approaches for DSLs
An emerging field for data-enhanced modelling
languages is Web engineering. For instance,
Bernaschina et al. (2017) point to the fact that
there is the need for merging Web site navigation
statistics of user behaviour with the structure of
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the Web application models. The authors show the
advantages of combining user interaction models
with user tracking information in form of user
navigation logs, and details about the visualized
content in the pages. Their approach interweaves
design time information and runtime execution
data of Web sites in order to significantly im-
prove the analysis of user behaviour. In (Artner
et al. 2017), we combined navigation models with
Markov chains for representing navigation path
probabilities, which are derived from execution
logs. While these existing approaches for Web
applications follow the general idea of combin-
ing data-driven and model-driven approaches, the
approach of this paper is independent from the
actual domain and may be also used in the future
to reproduce these existing specific approaches.

Another very active research field is process
mining (van der Aalst 2016) which aims to dis-
cover process models from workflow execution
logs. A variety of process mining algorithms
exists that allows the discovery of different pro-
cess models in different formalisms. In (Wolny
et al. 2017), we present an initial architecture
how process mining may be related with time-
series mining. By this, not only the dependencies
between different process steps may be uncovered,
but also dependencies between data and process
steps are approachable.

Finally, in (Hartmann et al. 2017) the authors
present a DSL which allows not only the specifica-
tion of structural aspects of a systems, but also the
definition of so-called learned properties. Such
properties are computed from runtime data by
using some kind of machine learning algorithms.
Our approach directly allows to encode such prop-
erties as derived properties based on time-series
data computed with OCL as we model the runtime
history explicitly. In future work, it will be inter-
esting to combine our time-series analysis with
machine learning algorithms as proposed by Hart-
mann et al. (2017).

DSLs for Time-Series Analytics
The OMS3 modelling framework6introduces an
extensible and lightweight layer for a simulation
description expressed as Simulation DSL by using
Groovy7as a framework for providing the code gen-
erator implementation. In (David et al. 2012), the
authors present DSL variants in OMS3, e. g., the
Ensemble Streamflow Prediction (ESP) DSL. This
DSL uses time-series of historic meteorological
data as model input to predict future conditions. In
their approach, DSLs are employed for time-series
unlike in our approach, where we use time-series
for domain-specific modelling.

Gekko8is an open-source modelling approach
for time-series data management and for solv-
ing and analysing large-scale time-series models.
Gekko may be considered as a kind of DSL with
a time-series domain focus. It provides interfaces
to statistic packages such as R. In our approach,
we use an open-source time-series database which
offers besides high-availability storage and mon-
itoring of time-series, application metrics and
real-time analytics in addition. Nevertheless, in
future work it is of interest to evaluate different
possibilities to perform time-series analytics in
addition to our current approach.

6 Conclusion and Future Work
In this paper, we have introduced an unifying
architecture for combining model-driven and data-
driven approaches for system engineering. By this
architecture, we allow for specifying and comput-
ing runtime properties based on time-series data
through design models. The extensions needed
on the metamodel level are non-intrusive and con-
nected to existing approaches for specifying the
operational semantics of languages. The presen-
ted runtime history metamodel fragments are ap-
plicable for any design modelling language com-
prising features to be measured and events to be
tracked as the current metamodelling languages
Ecore and OCL are reused. We demonstrated our

6 https://alm.engr.colostate.edu/cb/project/oms
7 http://groovy-lang.org
8 http://t-t.dk/gekko
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approach for a cyber-physical production system
case. We have also realized a prototype in Eclipse
supporting our approach which is available on our
project website9 .

While the presented approach opens the door
for using time-series analytics in a model-driven
engineering toolbox, there are still several chal-
lenges to be tackled in the future. In particular,
we consider the following points on our roadmap:
scalability (e. g., should the analysis be performed
on the model level or directly in the time-series
database?), expressivity (e. g., which extensions of
OCL are necessary for statistical reasoning?), un-
derstandability (e. g., how to visualize time-series
oriented information in diagrams?), and predictab-
ility (e. g., how to derive and use operations from
time-series for predicting future runtime states?).
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A Practice-Proven Reference Architecture for Model-Based
Collaborative Information Systems
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Abstract. This article provides a condensed overview of a layered and model-driven system architecture that
empowers domain experts to set up and customize collaborative information systems without programming
based on layered business-oriented conceptual models. This architecture emerged from a decade of iterative
research, design, development, and technology transfer projects which focused on individual modelling and
system construction activities. This paper puts these results and publications into a larger architectural
perspective, explains the rationale behind this architecture, and argues to consider it as a reference
architecture for model-based collaborative information systems in general.
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1 Introduction
Since 2002, our team at the Technical University
of Munich pursues the ambitious research goal to
build enterprise-scale collaborative information
systems based on business-oriented conceptual
models only. This approach should empower
business users to directly define and customize the
systems they use for their day-to-day knowledge-
intensive work in fields like engineering, product
management, health-care, education, service
management, or IT management without program-
ming.

These models are the results of several cycles of
development in collaboration with more than ten
large and medium-sized enterprises in domains
such as logistics and transportation, health care
and insurance in Europe (see also Table 1).

This paper is structured as follows: In Section 2 we

* Corresponding author.
E-mail. adrian.hernandez@tum.de
Some of this work has received funding from the European
Research Council (ERC) under the European Union’s Horizon
2020 research and innovation programme (grant agreement
n° 689802).

describe the notion (vision) of model-driven col-
laborative information systems from an end-user
perspective and then explain in Section 3 how the
implementation of such systems naturally leads
to eight architectural layers which implement and
encapsulate distinct capabilities: data storage,
schema definition, access control definition, query
capabilities, case modeling, case management,
and user interface definition. We then elaborate
the core abstractions to define and customize
collaborative information systems using an integ-
rated conceptual meta-model (Figure 3) which
can be subdivided into models corresponding
to the abstractions of the layers. In Section 5
we provide references to projects and scientific
publications that report on lessons learned using
the generic system in different application areas
and sketch the use of the system as a platform for
patient-centric health care. The paper ends with
related work, a summary and an outlook on future
work.

2 Collaborative Information Systems

We use the term collaborative information systems
(CIS) to describe systems which allow different
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stakeholders to collaboratively model and man-
age their information and knowledge-intensive
processes. These processes can be internal to
an organization (e. g., financial management, IT
management) or can involve the cooperation
of members of the organization with custom-
ers, suppliers and partner organizations (e. g.,
product design, customer relationship manage-
ment, customer-centric healthcare).

In continuously changing environments, the
understanding of the details of the information
structures and work processes evolves over time, in
particular in agile organizations and business eco-
systems, which requires a consistency-preserving
co-evolution of information, information struc-
tures, and information management processes.
Consequently, collaborative information systems
have to support both, structured and unstructured
information (texts, hypertexts, diagrams, media
files) as well as structured processes and semi-
structured, adaptive case management.

Such a model-driven approach allows prac-
titioners to create and reuse models of their
problem domain within their running system
instance. This results in the creation of an ecosys-
tem specific to the problem and users can instantly
collaborate inside the organization and cross-
organization using a basic set of concepts (i. e.,
Workspaces, Wikis, and Pages). These models
are directly deployed to a running system avoiding
the hassles of model-to-code transformations
and redeployments. Therefore, the enterprise
can use domain experts without programming
knowledge to quickly set-up a new information
system. Furthermore, these systems also allow
practitioners to dynamically update and evolve
their models to meet the demands of the changing
business needs. The model-driven architecture
adopted by these systems allows to automatic-
ally update the persistence and presentation layers.

In our system implementation, we did not commit
to a specific concrete (textual or graphical) syntax
for configuring specific collaborative information

systems. Instead of this, our generic system
provides several (RESTful) APIs to create, read,
update or delete (data, access, case, user-interface)
models also at runtime. Most of our projects use
interactive web-based front-ends where end-users
can use form-based, text-based or graphical
interfaces for model definition, execution and
analysis (similar to Excel, Access, Sharepoint,
and Camunda) which are then translated to API
calls of our model-based back-end (as a service).

3 Layers and Capabilities of the
Reference Architecture

Figure 1 provides an overview of the layers of
the reference architecture. The graphical repres-
entation emphasizes that each layer adds new
abstractions (e. g., an access control model) to the
abstractions of the layers below. The abstractions
are made accessible to clients via RESTful APIs
for introspection or modification. Each concept
(e. g., Principal, Group, User, Membership) is
mapped to a separate resource in the REST
API. The semantic relationships between the
concepts (association, aggregation, sub-classing)
are mapped to (bi-directional) links between
resources or specialized resources.

The database symbols and the colored boxes
within it indicate that the models are first-class
entities in the persistent store. This leads to a
nice orthogonality of concepts. For example,
access control and version control also apply to
higher-level concepts like case definitions.

Figure 1: Layers of the reference architecture.
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The same colour coding of the layers and the
models is also used in Figure 3 in Section 4 to
explain which semantic concept is realized at
which layer of the architecture.

Three main principles heavily influenced our
system design: Empowerment of domain experts
and end-users, agility in the model/data and
process evolution, and a secure self-contained
environment for intra- and inter-organizational
collaboration.

After several iterations within collaboration aca-
demic and industry projects, we derived a group
of orthogonal concepts to ensure the flexibility
and scalability of the system despite their ex-
pressiveness for modelling the enterprise data.
The concepts are Workspaces, Pages, Entities,
Attributes, Files, and Principals.

An instance of the system is used by an organiza-
tion or a network of collaborating organizations.
An arbitrary number of personal, team, project
or organizational-unit workspaces can be created.
This allows different communities of practice
to model and manage their information and
processes in their workspaces independently, or
to selectively share information and models (e. g.
CRM data and processes) across community
boundaries.

The reference architecture comprises the follow-
ing eight layers and capabilities:

❚ Annotated Versioned Linked Content Graph:
The first layer supports versioned data storage
and ensures the capability of the system to store
revisions semi-structured data in a form of entities
(i. e., JSON objects) and references between them.
The rationale is that companies already manage
structured and unstructured data, so it is necessary
to create a mechanism for the system to import
an initial set of semi-structured data (e. g., Excel
sheets, wiki pages with embedded tables and
media) without strong data schema that can evolve
over the time. This layer supports the data-first
(schema second) approach for data modelling

(Büchner 2007).

❚ Multiple Dynamic Schemata: This layer
allows the users of the information system to
collaboratively structure their information over
time by adding or removing schema constraints
involving relationship and cardinality constraints
as needed. A data schema is thus not seen as a
definition of a container that is subsequently filled
with data (like an SQL database), but as a collec-
tion of constraints imposed on a flexible content
graph that evolves over time. However, this im-
plies that at certain times during system evolution
the data can contain inconsistencies, which can be
resolved collaboratively without leaving the scope
of the system. (Büchner 2007, Matthes et al. 2011)

❚ Role-Based & Discretionary Access Con-
trol: This layer addresses the security concerns
in the system. The security model comprises
users and groups which can be internal or ex-
ternal to the organization. The access rights
(administrator, editor, author, and reader roles)
are defined initially at the Workspace level and
can be overwritten (loosened or tightened) at the
Entity level. The rationale is to guarantee the
secure access to the data stored in the system.

❚ Advanced Search & Indexing: In this
layer, the unstructured data (i. e., long texts or
hypertexts) is linked to the semi-structured data
(using parsing and full-text indexing technologies).
This is a core element of the Hybrid Wiki approach
(Matthes et al. 2011) and lays the groundwork
for natural language processing techniques and
model discovery processes. The rationale behind
this design is the fact that not all the data in the
enterprise is structured or semi-structured and
the system should be able to use all the possible
formats of the data in the enterprise without the
need of an upfront structuring process.
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Figure 2: Capabilities ordered according to conceptual layers. A solid line represents the usage of a certain capability
and a dashed line represents extended functionality.

❚ Higher-Order Functional Language: This
layer introduces a strongly-typed query language
(similar to LINQ - Meijer et al. 2006) to access
all the structured information in the information
system. This language allows adding new attrib-
utes to Entities as a result of the computations
(i. e., Derived Attributes) and using operations
over collections of Entities such as Map, Reduce,
and Join. The rationale behind that is creating a
flexible mechanism to the user of the system to
extract knowledge from the stored data, which is

not limited by the basic API of the system, and
allows the users to create flexible and tailored data
views based on individual information demands.
(Reschenhofer and Matthes 2016)

❚ Case Based Process Models: This layer
allows the user to define knowledge- and data-
intensive processes following the adaptive case
management paradigm (Swenson, Palmer et al.
2010). The user can define stages, human tasks
and automated tasks that make up a collaborative
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process. The tasks can link to one or multiple
Attributes which are needed or modified by each
task. Thereby, the system allows the user to define
standard processes or reusable process fragments
which can be dynamically instantiated as needed.

❚ Case Execution Engine: This layer man-
ages the information regarding the current states
of all cases being executed in the system and the
links to the shared or case-local data and the actors
involved in a case. The case execution engine
enforces the access control policies defined in
the access rights layer and the data management
layer keeps an audit trail of the executed steps and
data modifications. The rationale is to keep track
of the process steps execution and how the users
accomplished the case also for future analysis
(e. g. for compliance or prediction purposes).

❚ Canonical UI Language: This layer al-
lows the user to define links between the data
and its representation using the predefined access
control policies. This representation includes
information about how the Attributes should be
grouped and laid out visually. This ensures a clear
separation between the data and its representation,
thereby an Entity can have multiple represent-
ations based on the context of use. Therefore,
Entities can be represented using vertical and
horizontal layouts to display their attributes. The
rationale is to capture the knowledge regarding
the presentation of information in a model without
the need to inspect specific UI implementations.

Figure 2 shows all the capabilities that are
provided in each layer of the reference architec-
ture and their semantic relationships (capability A
uses capability B, capability A extends capability
B). The colour coding links the elements to the
layers depicted in Figure 1 and the concepts in
the conceptual model in Figure 3. We found this
capability map to be a very useful starting point
for core developers of the platform to understand
the key dependencies in the architecture.

4 Conceptual Meta-Model
The underlying meta-model of cooperative inform-
ation systems (see Figure 3) builds on the already
introduced core concepts of Workspaces as
containers (name spaces) for Entities, EntityDefin-
itions, Attributes, and AttributeDefinitions. These
concepts structure the model inside a Workspace
and capture its current state. An Entity consists
of a collection of Attributes, and the Attributes
are stored as a key-value pair. The attributes have
a name and can store an ordered list of values of
different types, for example, strings or references
to other Entities. The user can create an attribute
at run-time to capture structured information
about an Entity. An EntityDefinition allows users
to refer to a collection of similar Entities and their
common schema, e. g., organizations, persons,
amongst others. The EntityDefinition consists
of multiple AttributeDefinitions, which in turn
contain multiple validators such as multiplicity
validator, string value validator, and link value
validator. Additionally, an individual Attribute
and its values can be associated with validators
for maintaining integrity constraints.

The EntityDefinition and AttributeDefinition
are loosely coupled with Entity and Attribute
respectively through their name. These elements
specify soft-constraints on the Entities and At-
tributes. The use of soft-constraints implies that
the users are not restrained by strict integrity
constraints while capturing information in Entit-
ies and their Attributes. Therefore, the system
can store a value violating integrity constraints
as defined in the current model (e. g., during
schema evolution stages, or after import of non-
conformant data from an external data source).

A CaseDefinition is a template for all related
case instances and links to a root EntityDefin-
ition which describes the schema of the case
data. Every CaseDefinition consists of multiple
ProcessDefinitions that are either a complex
StageDefinition, a single HumanTaskDefinition
or an AutomatedTaskDefinition. StageDefinitions
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Figure 3: Conceptual Meta-Model.

represent a container that is used to group either
sub StageDefinitions or TaskDefinitions. Precon-
ditions to the activation of a stage are expressed
as SentryDefinitions that either depend on some
previously accomplished Process elements or
expressions (Boolean predicates) related to the
case data. In order to receive notifications on
state changes of a Process element, it is possible
to define HookDefinitions related to a Process-
Definition. These hooks can be used to integrate
services from third-party systems (with REST
APIs). Additionally, SummarySectionDefintions
are used to create short summaries (data views)
based on the data created by the Case.

A Case is an instance of a CaseDefinition
and follows the same structure. Each Case
model element has a state, such as AVAILABLE,
ENABLE, ACTIVE, COMPLETED or TERMIN-
ATED. Several model elements such as Message,
Alert and Log exist only at the instance level.
Cases are mostly knowledge-intensive and often
lead to a discussion between all stakeholders
involved, therefore Messages are attached to a
case. The concept of Alerts helps to notify users
involved in a Case, for example about overdue

tasks. Also, third-party systems can create these
alerts for guiding or alerting users. Runtime
errors or exceptions are also stored persistently as
Log elements.

A UIDefinition describes how attributes are
to be presented to the user in a user interface
(e. g., a web form). A UIDefinition is composed
of a group a UIElements, every of which can be
a single component or a layout element. A UI
definition refers to an implementation of a soft-
ware component that dynamically interprets UI
model (i. e., a UI renderer component). Using this
model, the knowledge regarding the presentation
of the attributes is not tied to a specific technology.
For example, the user can group attributes in a
UILayout instance and provide configurations
such as labels and validation errors that can be
used at runtime by the UI renderer to create web
forms using the Material Design1 framework.

5 Applications of the reference
architecture

In recent years, the reference architecture has
been used in several business domains and in
1 https://material.io/guidelines (Accessed on: 28/11/2017)



International Journal of Conceptual Modeling
February 2018. DOI:10.18417/emisa.si.hcm

268 Adrian Hernandez-Mendez, Felix Michel, Florian Matthes
Special Issue on Conceptual Modelling in Honour of Heinrich C. Mayr

Ann
ota

ted
Vers

ion
edL

ink
ed

Con
ten

t G
rap

h

Mult
ipl

e Dyn
am

ic
Sc

hem
ata

Role
-B

ase
d &

Disc
ret

ion
ary

Acce
ss

Con
tro

l M
od

els

Adv
anc

ed
Se

arc
h &

Ind
exi

ng

High
er-

Orde
r F

un
cti

on
al

Lang
uag

e

Case
Base

d Pro
ces

s Mod
els

Case
Exec

uti
on

Eng
ine

Cano
nic

al
UI L

ang
uag

e

References

CONNECARE        I
Vargiu et al. 2017
Vargiu et al. 2018
http://www.connecare.eu

LEXALYZE      I I I
Waltl et al. 2017a, Waltl et al. 2017b
Waltl et al. 2016, Waltl et al. 2015
http://www.en.lexalyze.de

VolunteerApp    G#  I I I https://volunteers.in.tum.de

EcoSystem
Explorer      I I  

Faber et al. 2017
Hernandez-Mendez et al. 2017
https://ecosystem-explorer.in.tum.de

Informatics Depart-
ment intranet     I I I I https://intranet.in.tum.de

Chairs internal and
external webpage     G# I I I https://wwwmatthes.in.tum.de

Spreadsheet 2.0      I I I
Reschenhofer et al. 2016b
Reschenhofer and Matthes 2016
Reschenhofer et al. 2016a
Reschenhofer 2017

SyncPipes     # I I I Bhat et al. 2016
SmartNet Project     I I I I https://www.smart-nets.eu
Inteligent
Contextual Mail        I https://icm.in.tum.de

The Open EAM
Knowledge Platform     # I I I Bondel and Matthes 2017

http://www.eam-initiative.org

Legend:  used G# partly used # not used I not available during developemend

Table 1: Projects that use the reference architecture.

different organizational contexts. Table 1 lists the
most relevant use cases, indicates the layers of
the architecture being used an provides references
to scientific publications with more detailed
information about the experience gained using the
architecture in each use case.

In the remainder of this section, we explain
the application of the reference architecture in
the European health-care project CONNECARE
which provides a digital platform for Personalized
Connected Care for Complex Chronic Patients
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that also allow gaining new medical insights
based on the analysis of case studies. The general
objective is to connect all professionals (doctors,
nurses, etc.) directly with the patient via smart-
phone apps and wearable devices and manage
the cases in a model-driven way via an adaptive
case management platform. Therefore, three case
study types are defined that are applied in four
different hospitals that are spread across Europe.
Every case study follows the same basic stages
such as case identification, case evaluation, work
plan definition, work plan execution and finally
the discharge stage.

Figure 4 illustrates the workflow of one case
study using the CMMN, the highlighted parts rep-
resent the basic stages of every case. Within every
stage multiple tasks need to be accomplished
by the clinicians, e. g. completing a Carlson2
questionnaire that then automatically computes
the related score. During the work plan stage,
the clinicians can define tasks that need to be
executed by the patient such as to do ten sit-ups
per day. The patient performs these tasks assisted
by a smartphone app and the clinician is notified
about the execution results. For a comprehensive
summary of the whole CONNECARE project
consult (Vargiu et al. 2017, 2018).

Figure 5 shows the high-level CONNECARE
architecture focusing on the Smart Adaptive Case
Management system and its related systems. The
main components are the Smart Adaptive Case
Management (SACM) for all interactions with the
professional, and the Self-Management System
(SMS) for all interactions with the patient. The
SACM system consists of several components
such as: 1) Professional Interface provides
information for professionals such as doctors,
nurses etc. The Angular 2.0 client application
of this interface uses the domain-specific API,
2) Decision Support System support clinicians

2 http://www.bgs.org.uk/pdfs/assessment/cci.pdf (Accessed
on: 28/11/2017)

during the treatment process, 3) SocioCortex-
Server is an instance of the reference architecture
described in this paper and is accessible by a
JSON based RESTful API and is responsible for
case modeling, case execution, access control,
data storage and data modeling and for the in-
tegration of all other systems 4) SACM-Backend
provides a deployment-specific functionality as
well as an API for the Professional Interface and
the Message Broker. The functionality of the
SocioCortex-Server is wrapped and enhanced to
provide deployment-specific functionality.

The SACM-Backend is communicating via a
Message Broker with the central User Identity
Management and the SMS. In the future, the
information from the hospital information systems
at the various deployment sites in Europe will
be exchanged via the message broker as well.
All components are deployed as Docker micro
services on the Amazon EC2 cloud.

6 Related Work
To the best of our knowledge, this paper provides
the first reference architecture for model-based col-
laborative information systems which integrates
process and data modelling in a fully model-based
system without depending on programming skills
and suitable for productive use in industry.

However, this work builds on the vast know-
ledge that has been created from research in
information systems, conceptual modelling and
process modelling (Hesse and Mayr 2008; Reich-
ert et al. 2007).

In the domain of information systems, we
can highlight two compelling works that com-
plement the concepts described in the proposed
architecture. First, the concept of conceptual
independence introduced by (McGinnes 2011)
(McGinnes and Kapros 2015). This work de-
scribes the problems that arise when the internal
software components and their corresponding
conceptual models are highly coupled. Likewise,
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Figure 4: CONNECARE case study sample modeled in CMMN notation.

Figure 5: CONNECARE Architecture with focus on
the Smart Adaptive Case Management system.

a type of adaptive information system is proposed
to resolve the dependencies between the system
and the conceptual models. This work shares
the same problem that motivates our research.
However, it is limited to the analysis of data
models and not how the system manages the
processes for the creation of knowledge. Second,
the Social Knowledge Environments, introduced
by (Pawlowski et al. 2014), establishes the be-
nefits of the integration between social software
and the creation of knowledge in the context
of information systems and motivates the study

of such integration. To our consideration, the
proposed reference architecture contributes to the
study that is motivated in (Pawlowski et al. 2014),
because it was created from concrete examples
of collaboration between academia and industry
that allow analysing the different roles and social
implications of the data modelling and knowledge
creation processes.

From a process modelling perspective, it is
worth to mention two approaches that could lay
the ground for concrete implementations of the
reference architecture. First, the Normalized
Systems Theory, proposed by (Mannaert and
Verelst 2009), which establishes a procedure
for modelling systems considering evolvability
principles. This approach can provide guidelines
to experts how to create process models using
the concrete implementation of the proposed
reference architecture. The second prominent
approach is Object-aware Business Processes
proposed by (Künzle et al. 2010), and the PHIL-
harmonic Flows framework (Carolina Ming Chiao
et al. 2014). This approach provides building
blocks to foster flexibility in process models,
and has been applied in several contexts such
as healthcare (C. M. Chiao et al. 2013b) and
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university internal processes (C. M. Chiao et al.
2013a).

7 Conclusions

In this paper, we described the notion of model-
driven collaborative information systems from
an end-user perspective and explained how the
implementation of such systems naturally leads
to eight architectural layers which implement
and encapsulate specific information modelling
and management capabilities. We identified the
core abstractions needed to define and customize
collaborative information systems and developed
an integrated conceptual meta-model which can
be subdivided into models corresponding to the
abstractions of the layers.

Based on the positive experience of a decade of
practical (commercial) use of the architecture in
several business domains and deployment con-
texts (intra-organizational, cross-organizational
collaboration), we concluded that the architectures
should be considered as a reference architecture
for cooperative information systems.

In the future, we plan to integrate NLP, NLG and
ML capabilities into the functional query layer
and to study how deontic models and so-called
smart contract languages fit into the layered archi-
tecture of model-based collaborative information
systems.
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From Requirements to Code: A Conceptual Model-based
Approach for Automating the Software Production Process
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Abstract. Conceptual Models are part of an increasing number of engineering processes. The model
driven development approach considers conceptual models as first-class entities and also considers tools,
repositories, etc. as models. In order to take full advantage of these ideas, model transformation is a
main activity. A sound software production process, conceptual-modelling based, must go from the initial
requirements model to the final application code through a well-defined set of conceptual models and
transformations between them. Model transformation aims at supporting the production of target models
from a number of source models, while keeping a full traceability support. The current paper presents
a practical application of these ideas using the Model Centred Architecture contributed by Heinrich C.
Mayr. In this line, we present our research efforts on the integration of requirements and executable
conceptual models. We reflect on the integration of Communication Analysis (a communication-oriented
business process modelling and requirements method) and the OO-Method (an object-oriented model-driven
development method).

Keywords. Conceptual Modelling • Conceptual Programming • OO-Method • Communication Analysis •
Model-Centred Architecture • Model-Based Software Production

1 Introduction

An essential component of a conceptual model-
based software production approach is an execut-
able conceptual model. This is how we start this
paper, presenting the OO-Method approach in
section 2. To avoid moving from an Extreme
Programming perspective to a kind of Extreme
Conceptual Modelling point of view, where a
particular conceptual model comes from must be
clearly determined. This is why we need a con-
crete requirements modelling strategy (presented
through the Communication Analysis perspective
in section 3), and a concrete model transformation
from the requirements model to its correspond-
ing executable conceptual schema. This is what
we discuss in section 4 using a model centred

* Corresponding author.
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architecture. Concluding remarks and references
complete the work.

2 The OO-Method approach

OO-Method is an approach for automatic software
generation based on the specification of object-
oriented conceptual models (Pastor and Molina
2007). It is supported by Integranova 1 , a model-
driven tool that provides an OO-Method modelling
environment, a conceptual model compiler, and
automatic code generation. OO-Method uses four
conceptual models partial views that conform all
together a complete information systems specific-
ation: i) Object model, ii) Dynamic model, iii)
Functional model, and iv) Presentation model.

1 http://www.integranova.com/
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The conceptual models are platform independ-
ent, i.e., they do not involve platform-dependent
characteristics.

Object model

This model specifies the structure and static rela-
tionships between the classes of a software system.
It provides a graphical notation that can be con-
sidered equivalent to a UML class diagram where
only a delimited set of primitive constructs are se-
lected as relevant. It basically includes classes, at-
tributes, services (events (simple) and transactions
or operations (complex)), and the relationships
between the classes.

The basic graphical notation is complemented
with the specification of textual integrity con-
straints written according to a well-defined first-
order logical language. As an example, a rent-a-
car system will include in its object model classes
as car, customer, etc., each one with its corres-
ponding set of attributes and services.

Dynamic model

This model specifies the dynamic and behavioural
aspects of the classes of the object model. The
dynamic model can be considered equivalent to
UML’s state transitions diagram. The valid life-
cycles of the classes are represented in this model,
as well as the possible interactions between differ-
ent objects (i. e., instances of different classes).

Functional model

This model specifies the semantics of the change
of an object state as a result of event executions.
For example, a change in the state of an object car
(from available to rented) when the rent service
is activated. A set of services, preconditions, and
post-conditions are specified to define changes in
object states. OO-Method provides a declarative
language to indicate the constraints that are related
to each object state.

The functional model provides the facilities
to specify domain dependent restrictions. The
declarative language of the functional model is
aligned with the object and functional models.

Presentation model

This model specifies the characteristics of the
user interface of a software system and how the
users will interact with the system; the model is
created by means of a pattern-based graphical
model through three levels of detail, from more
general to more specific characteristics.

Applications generated from conceptual modelling
with the OO-Method follows a three-layer software
architecture. The presentation layer contains the
software components responsible for presenting
users the application interface to interact with the
software system. The application layer provides
services that implement the functionality. The
persistence layer provides the services that manage
data persistence, in order to store and obtain the
pieces of data necessary for the execution of an
application.

The software process of the OO-Method con-
sists of two stages. First, system analysts (mod-
ellers) create a conceptual schema, which corres-
ponds to a representation of the problem space (i.e.,
the application domain). A UML-based notation
and textual specifications are used according with
the four model views commented before. Second,
the code of an application is generated on the basis
of the Execution Model of Integranova, which cor-
responds to a representation of the solution space
and can be targeted at different technologies.

When comparing the OO-Method with other ap-
proaches for software modelling and development,
it deals with the static (data-oriented), the dy-
namic and functional (behaviour-oriented) and
the presentation views of an Information System
(IS). All together they constitute a complete IS
modelling and development approach. In addition,
it relies on an underlying formal model OASIS;
(Lopez et al. 1992) and it provides a conceptual
model compiler intended to make true the con-
ceptual programming goal that states that "the
conceptual model is the code" (instead of "the
code is the model") (Embley et al. 2011). This
strategy allows the generation of complete and
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ready-for-running applications by precisely spe-
cifying an IS through its conceptual model.

In relation to MDA (Model Driven Architecture;
(Miller and Mukerji 2003)), a detailed description
of its correspondence with OO-Method can be
found in (Pastor and Molina 2007). The main
points are that: 1) an OO-Method conceptual
schema corresponds to a Platform-Independent-
Model; 2) the execution model corresponds to a
Platform-Specific-Model, and; 3) the code gener-
ated corresponds to an Implementation Model.

3 The Requirements Perspective:
Communication Analysis

This section presents the Communication Ana-
lysis (CA) method (España et al. 2009). The CA-
based approach extends the platform-independent
view provided by the OO-Method with the upper
Computation-independent model, where require-
ments modelling is going to be managed. To better
understand the underlying ideas from a practical
point of view, we are going to use a lab demo to
illustrate the use of the Communication Analysis
method.

The case presented in this paper is an adaptation
of The SuperStationery Co. case. SuperStationery
Co. is a company that provides stationery and
office material to its clients. The company acts
as an intermediary: the company has a catalogue
of products that are bought from suppliers and
sold to clients. This case is presented in full detail
in (España et al. 2011). In this paper, we focus
on the part of the sales manager business process
(acronym SALE).

3.1 Concepts of Communication Analysis
requirements models

To facilitate understanding of the illustrative ex-
ample, this subsection presents a brief explanation
of the concepts used for Communication Analysis
(Communicative Event Diagrams and Message
Structures).

Concepts of Communicative Event Diagrams

The Communicative Event Diagram (CED) is a
business process modelling technique that adopts
a communicational perspective and facilitates the
development of an IS that will support those busi-
ness processes (España 2011) (González et al.
2009). A communicative event is a set of actions
that are related to information (acquisition, storage,
processing, retrieval and/or distribution), which
are carried out in a complete and uninterrupted
way.

The unity criteria allows communicative events
to be identified. Each communicative event is
represented as a rounded rectangle and is given an
identifier, a number and a descriptive name (e.g.
SALE 1 in Figure 1).

For each event, the actors involved are identified.
The primary actor triggers the communicative
event and provides the input information. For
instance, the client is the primary actor of the
communicative event SALE 1.

The interface actor is in charge of physically
interacting with the IS interface. Interface actors
are specified at the bottom of the event. For
instance, the salesman is the interface actor of
the communicative event SALE 1. The receiver
actors are those who need to be informed of the
occurrence of an event. The sales manager is the
receiver actor of the communicative event SALE 1.

An ingoing relationship is a communicative inter-
action that feeds the IS memory with new meaning-
ful information. The main direction of the ingoing
communicative interaction is from the primary
actor to its related communicative event. For in-
stance, the relationship named ORDER between
the primary actor client and the communicative
event SALE 1 is an ingoing communicative interac-
tion. An outgoing relationship is a communicative
interaction that consults the IS memory.

The main direction of the outgoing commu-
nicative interaction is from the communicative
event to its related receiver actor. For instance, the
relationship named ORDER that is between the
communicative event SALE 1 and the receiving



Enterprise Modelling and Information Systems Architectures
February 2018. DOI:10.18417/emisa.si.hcm
From Requirements to Code 277
Special Issue on Conceptual Modelling in Honour of Heinrich C. Mayr

actor SALES MANAGER is an outgoing commu-
nicative interaction.

The precedence relationships are represented as
arrows among communicative events (e.g. SALE 1
requires the previous occurrence of PROD 2 and
CLIE 1).

Figure 1: CED of the Sale process of SuperStationery
Co.

Concepts of Message Structures

Message Structures is a specification technique
that allows the message that is associated to a com-
municative interaction to be described (González
et al. 2011). A substructure is an element that
is part of a message structure. This way, LINE,
Client and Payment type are substructures that are
part of the substructure ORDER (See Figure 2).

There are two classes of substructures: fields
and complex substructures. A field is a basic
informational element of the message that is not
composed of other elements. A data field is a
field that represents a piece of data with a basic
domain. For instance, payment type is a data field.
A reference field is a field whose domain is a type
of business object. For instance, Client refers to a
client that is already known by the IS.

A complex substructure is any substructure
that has an internal composition. An aggregation
substructure specifies a composition of several sub-
structures. It is represented by angle brackets < >.
For instance, LINE=<Product+Price+Quantity>

specifies that an order line consists of information
about a product, its price, and the quantity. An
iteration substructure specifies a set of repetition
of the substructures it contains. It is represented
by curly brackets {}. For instance, an ORDER
can have several lines for each product requested.

Figure 2: Message Structure of the communicative
event Sale 1

The Communication Analysis Method is suppor-
ted by means of the GREAT Process Modeller
(Rueda et al. 2015). GREAT allows creating com-
municative event diagrams (i.e. business process
models), specifying message structures (which
describe the messages associated to each commu-
nicative event), and automatically generating a
class diagram (representing the data model of an
information system that would support organisa-
tional communication).

4 Generating an Executable Conceptual
Model

España (2011) integrates the Communication Ana-
lysis and the OO-Method. The integration strategy
is based on an ontological alignment of the concept
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definitions in which the two methods are grounded.
As a result, the ontological alignment provides
precise transformation guidelines to transform
Communication Analysis models into OO-Method
object models (see Figure 3). The systematic de-
rivation of OO-Method conceptual models from
Communication Analysis requirements models is
offered in two flavours: a set of rules to be manu-
ally applied by a human analyst, and an ATL model
transformation that automates this task (Jouault
and Kurtev 2006).

This is where the link between requirement
modelling and conceptual model execution is es-
tablished in a precise way through the connection
between a CA model and its associated OOM
model, the result of the transformation.

Figure 3: Model derivation strategy from (Jouault and
Kurtev 2006)

4.1 Model Centred Architecture of
Communication Analysis and
OO-Method

Our research line applies the core concepts of
the Model Centred Architecture paradigm (Mayr
et al. 2017). As a result, the requirement and
conceptual models of Communication Analysis
and OO-Method can be seen as the core of inform-
ation systems. Figure 4 presents an overview of
the Model Centred Architecture paradigm applied

to the Integration of Communication Analysis and
OO-Method.

The Model Centred Architecture for the integra-
tion of Communication Analysis and OO-Method
ensures a complete support for domain-specific
applications. Thanks to model-driven tools like
GREAT and Integranova, it is possible to give the
power to system users and metamodel authors to
specify and maintain information systems.

5 Conclusions
The current paper reflects on our research efforts
for automating the software production process.
The practical application of the Model Centred
Architecture is reflected in the integration of the
model-driven methods Communication Analysis
and OO-Method. The application of the Model
Centred Architecture benefits the role of system
users by facilitating the maintenance and usage of
model-driven tools.

In the near future we plan to explore the applic-
ation of round trip model transformations. The
idea is to involve system users when applying the
transformation engines from requirements to code.
The involvement of end users in the transformation
process will ensure the implementation of domain
specific requirements that should be specified dur-
ing the transformation process. In addition, we
plan to integrate a tool support for goal model-
ling to our current software production process.
With the intentional perspective, the entire Model
Centred Architecture acquires different views that
will enrich the final software product.

We plan to improve the metamodel and model
exchange interfaces support. The idea is to facilit-
ate the connection among the different requirement
specifications (processes, goals, and conceptual
models) and software code. In this line, one big
challenge will be the design of a modelling en-
vironment in which the traceability links become
explicit assets.

In the long term, we intend to implement an
evolution support for metamodels, models, and
domain models. In this future scenario, the system
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Figure 4: Model Centred Architecture for Communication Analysis and OO-Method

users will be in charge of the maintenance of the
three layers of the Model Centred Architecture.
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Abstract. In this article we present a framework describing a roundtrip engineering process for NoSQL
database systems. This framework, based on the Model Driven Engineering approach, is composed of a
knowledge base guiding the roundtrip process. Starting from a roundtrip generic scenario, we propose
several roundtrip scenarios combining forward and reverse engineering processes. We illustrate our
approach with an example related to a property graph database. The illustrative scenario consists of
successive steps of model enrichment combined with forward and reverse engineering processes. Future
research will consist in designing and implementing the main components of the knowledge base.

Keywords. Roundtrip engineering • forward engineering • reverse engineering • roundtrip process •
knowledge base • NoSQL database

1 Introduction
As stated by (Mayr et al. 2017), ”models are the
fundamental human instruments for managing
complexity and understanding” . Model driven en-
gineering (MDE) is considered as a methodology
providing several benefits such as an improved
code quality and a better traceability. It con-
sists of the application of models to increase the
level of abstraction required to develop and evolve
software products. Its aim is to offer software
development approaches in which abstract models
of software systems are created and transformed
facilitating their implementations. MDE is based
on model transformation which takes one or more
source models and transform them into one or
more target models.

Roundtrip engineering (RTE) represents one
facet of MDE. Since code and model are interre-
lated, changing code will change the model and
vice versa. RTE can be considered as a way to
improve the software engineering process. It con-
sists mainly of forward engineering and reverse
engineering. Forward engineering transforms

* Corresponding author.
E-mail. jacky.akoka@lecnam.net

conceptual models into source code. With re-
verse engineering, the source code is transformed
back into conceptual models. The combination
of the two paths leads to roundtrip engineering,
keeping the two views consistent (Booch et al.
1998). Demeyer et al. (1999) defines RTE as
the seamless integration between design diagrams
and source code, between modeling and imple-
mentation. Therefore the aim of RTE is to enable
a homogeneous integration between the design
and the implementation phases. Code generation,
described as a push method, is obtained using
forward engineering. The transformation of the
source code into a conceptual model is obtained
by a reverse engineering process based on a pull
method. Round-trip engineering corresponds to a
push-pull method.

RTE has been first used with UML. It has been
extended to other technologies such as graphical
user interface design, database design, and to other
software modeling artifacts. RTE is different from
the addition of forward and reverse engineering.
Optimizing forward and reverse engineering leads
to incremental transformation. Only the changed
modules are transformed, rather than all artifacts.
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The RTE process preserves the information in the
target artifact on the return trip. RTE tends not
only to transform models but also to reconcile
them. It automatically maintains the consistency
of changing software artifacts. In other words,
changes made to one model are propagated and
reflected in another model using model transforma-
tion technologies (Sendall and Kozaczynski 2003;
Czarnecki and Helsen 2003). RTE is a solution
enabling the synchronization of models by keep-
ing them consistent, thus maintaining conceptual-
implementation mappings under evolution. RTE
focuses mainly on synchronization. According
to (Sendall and Kozaczynski 2003), RTE can be
divided into three steps:

• Deciding whether a model under consideration
has been changed,

• Deciding whether the changes cause any incon-
sistencies with the other models, and

• Once inconsistencies have been detected, up-
dating the other models so that they become
consistent again.

RTE is supported by methodologies and tools.
However most development tools only offer very
limited support. This is most probably a con-
sequence of the difficulty in keeping multiple
changing artifacts consistent.

The main advantage of RTE is that the design
and implementation artifacts are automatically
synchronized all the time (Kellokoski 2000). RTE
promotes design-led development and improves
design traceability since it enables an automatic
generation of source code from conceptual models
and automatic generation of the latter from source
code. One major advantage is a short time to
market and an improved quality of the software
product. RTE improves the software process
as well as its automation. Several qualities are
expected from RTE approaches such as the ability
to manage trace information and to facilitate the
detection of conflicts between RTE activities.

So far, there has been very little research on
roundtrip engineering of NoSQL database design.
The aim of this paper is to start filling this gap.

In particular, we propose a framework facilitating
the roundtrip process and we derive requirements
that this framework implies. Thus, it can be seen
as a roadmap for a roundtrip engineering process
of NoSQL databases. This article is organized
as follows: The following section presents the
state of the art related to RTE. Our framework is
described in Section 3. We then show the results
of its application using an illustrative scenario in
Section 4. We derive our framework in Section 5.
We finally indicate in Section 6 some conclusions
and future work.

2 Related work
As we pointed out in the introduction, the basis of
RTE is a clear definition of required consistency
between the models. Therefore issues in RTE are
closely related to those of consistency manage-
ment. The latter is a technique for ensuring that
models are consistent (Sendall and Kozaczynski
2003). The methodology presented in (Engels
et al. 2001; Küster 2004) can be applied to define
consistency for a given set of UML models. (Aß-
mann 2003) introduces mathematical definitions
for RTE. The Fujaba System (Nickel et al. 2000)
supports RTE for class diagrams. The CODEX
system (Larrson and Burbeck 2003) aims at keep-
ing a model consistent with a set of views on
the model. The authors propose a RTE which
essentially synchronizes models by keeping them
consistent for maintaining conceptual-relational
mappings. The added value of (Ciccozzi et al.
2011) is to ensure that extra-functional concerns
modeled at design level are preserved at code ex-
ecution level. They introduce a back annotation
model containing information related both to trace-
ability and monitoring results. (Bork et al. 2008)
describe an approach towards model and source
code RTE. The approach is based on reverse en-
gineering of model-to-transformation (M2T) tem-
plates. They use (customizable) code generation
templates as a grammar to parse the generated
(and later modified) code. (Greiner et al. 2016)
propose an RTE approach requiring the specifica-
tion of QVT-R rules that relate two elements of
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the respective meta-models. (Angyal et al. 2008)
present an approach for model and code RTE
based on differencing and merging abstract syntax
trees (AST). (Antkiewicz and Czarnecki 2006)
propose an RTE approach based on framework-
specific modeling languages. (Hettel et al. 2009)
propose an approach towards model RTE based
on abductive logic programming. (Macedo and
Cunha 2016) proposed an idea on how to circum-
vent some problems that are related to a QVT-R
script by using the language Alloy with their tool
Echo. In (Buchmann and Westfechtel 2013), the
authors examine a standard use case: incremental
round-trip engineering between design models
and source code. More specifically, they address
the coupling between a UML class diagram and a
Java source code. Both model and code may be ed-
ited concurrently, and changes may be propagated
back and forth to maintain consistency.

Although there are a number of round trip engin-
eering tools available, only a few of them have been
adopted by the developers’ community. (Nagowah
et al. 2013) present a state of the art of these tools,
including (Borland Software Solutions 2009; Ra-
tional Software 2006; ArgoUML (Odutola et al.
2001); Gentleware AG Poseidon For UML (Boger
et al. 2007); JBoss Seam (Orshalick and Assar
2010); Spring Web MVC framework (Winterfeldt
2012); AndroMDA 2012).

RTE is only one aspect of MDE. A general
definition of the latter is given by (Hailpern and
Tarr 2006). A characterization of MDE can be
found in (Ruiz et al. 2017). In the context of MDE,
model transformation plays an essential role. It
defines transformations rules between a source and
a target metamodel (Czarnecki and Helsen 2006).
Model transformation includes code generation
(Kleppe et al. 2003), models synchronization,
in particular at the same or at different levels
of abstraction (Ivkovic and Kontogiannis 2004),
model evolution (Zhang et al. 2005) and reverse
engineering from physical and/or logical levels to
conceptual levels and vice versa (Favre 2004).

As it can be seen from this literature review, to
the best of our knowledge, there is no approach

related to RTE of NoSQL databases. This is
precisely the aim of our approach described below.

3 Toward roundtrip engineering of
NoSQL databases

It is generally admitted that NoSQL databases
offer a flexible and a scalable solution to store and
query structured, semi-structured and unstructured
data. These databases offer a high level of query
performance. They can be designed to meet the re-
quirements of BI applications and analytics. Since
they become more and more mature, they have
been adopted by many companies. Maintaining
these databases require methodologies offering
some consistencies between their design models
and their implementation. MDE represents such a
methodology. It describes a system under consid-
eration by means of high-level models. The latter
are refined into low-level models until their level
of detail is conform to the underlying platform.
A model transformation is the process of map-
ping one input model into an output model. This
transformation process requires the specification
of transformation rules referring to metamodels.
Therefore, a model transformation defines a set
of rules to be applied between source and tar-
get metamodels. Transformations can be either
unidirectional or bidirectional. Unidirectional
transformations allow to map source metamodels
to target metamodels, but not the other way around.
Bidirectional transformations define mappings in
both directions. This bidirectional transforma-
tion between meta-models is the main principle
underlying roundtrip engineering. The goal of
the latter is to keep a set of related metamodels
synchronized. Whenever a change is applied to
one metamodel, the other metamodels need to be
adjusted to restore a consistent state.

For a specific application, roundtrip engineer-
ing is a method which allows the automatic syn-
chronization of the source code after modification
of the conceptual and/or the logical model and
vice versa. Roundtrip engineering allows a bi-
transformation between the model and the source
code. Besides, roundtrip engineering is a way to
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optimize the corrective, adaptive, evolutionary or
perfective maintenance of applications. Indeed,
anomalies can be detected, functionalities added
and/or removed, new tests performed, and migra-
tions to new platforms required during the life
cycle of the application.

Figure 1: Roundtrip generic scenario

Our roundtrip framework is composed of differ-
ent transformation rule sets which are all based on
a common generic scenario (Figure 1) in which
two metamodels (M1 and M2) are connected by
two sets of transformation rules (T1 and T2).
M1 and M2 can be conceptual, logical or phys-
ical metamodels. All possible combinations of
roundtrip scenarios are shown in Figure 2.

Figure 2: Characterizing roundtrip steps

Forward engineering occurs each time M2 has a
lower level of abstraction than M1. Three different
cases are to be considered:

• Case 2: M1 and M2 are respectively conceptual
and logical metamodels.

• Case 3: M1 and M2 are respectively conceptual
and physical metamodels. This is a case of
forward engineering. However skipping the

logical intermediate level can cause errors and
make maintenance of the resulting systems more
difficult.

• Case 6: M1 and M2 are respectively logical
and physical metamodels.

Reverse engineering is encountered when M2
has a higher level of abstraction than M1. Three
different cases occur:

• Case 8: M1 and M2 are respectively physical
and logical metamodels.

• Case 7: M1 and M2 are respectively physical
and conceptual metamodels. Although it is
undesirable to do so, it is nonetheless a case
of a possible reverse engineering. Once again,
skipping the logical step can lead to inconsistent
results.

• Case 4: M1 and M2 are respectively logical
and conceptual metamodels.

Mapping a conceptual metamodel M1 into a
conceptual metamodel M2 is required when two
different conceptual formalisms coexist (Case 1).
This the case when, for example, M1 is an Ex-
tended Entity Relationship metamodel and M2
is a UML metamodel. When both formalisms
are equally expressive, T1 and T2 are reversible
transformation rules. This mapping is classical
in database engineering and does not present any
specific challenge in the context of NoSQL sys-
tems.

Finally, two cases deal with migration of data-
bases, either at a logical level (Case 5) or at a
physical level (Case 9). For example, migrat-
ing from Neo4j to OrientDB is an example of
physical migration whereas migrating from graph
database to relational database illustrates a logical
migration.

Roundtrip engineering may encompass several
combinations of the cases described above. The
generic roundtrip engineering problem may be
reduced to the paths described at Figure 3, without
loss of generality. The process also contains
enrichment of models due to new requirements
and/or reengineering of models.
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Figure 3: Recommended paths for NoSQL database roundtrip engineering

Each arrow refers to either Case 2, Case 4, Case
6, or Case 8. We don’t represent the arrows corres-
ponding to Case 1 since it is not specific to NoSQL
systems. We also don’t take into account Cases
3 and 7 since they skip the logical level, which
is not considered as a good practice. Finally, we
don’t represent Cases 5 and 9 since we recommend
always to maintain the consistency between levels.
Migrating from a logical model to another one
requires defining a conceptual intermediate step.
In the same way, migrating from a physical model
to another one requires at least defining a logical
intermediate step and, if needed, a subsequent
conceptual step.

Even if there is no roundtrip engineering ap-
proach for NoSQL databases, nevertheless the
literature contains several contributions corres-
ponding either to one arrow of Figure 3 or to two
consecutive arrows constituting an acyclic path.
Moreover, existing approaches only define trans-
formation rules but don’t take into account the
additional information required to anticipate the
roundtrip paths.

4 Illustrative scenario

In this section, we illustrate our framework with an
example. Let’s consider the following conceptual
model representing information about publications
(Fig. 4), taken from (Akoka et al. 2017). Entities
contain information about scientific papers, their
sources (journals, conferences), their authors, and

their affiliations. Let us note the reflexive citation
relationship between papers. Terms are keywords
characterizing papers. We also added a reviewer
entity and a researcher entity. Author and reviewer
are subtypes of researcher entity. We suppose
that an author may have several affiliations but
when he/she publishes a paper, he/she has to
declare a unique affiliation. Thus, we represent a
ternary relationship between papers, authors, and
affiliations.

Figure 4: Example of conceptual model (Akoka et al.
2017)
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A first step performing a forward engineering
process is described as follows. A set of trans-
formation rules (described in (Akoka et al. 2017))
allowed us to generate a logical property graph
database (Figure 5). As an example of a rule,
the ternary relationship writes in the conceptual
model becomes a node of the graph. This node
is connected to the three nodes resulting from the
transformation of the three entities involved in the
relationship. As an additional information, our
approach provides also the logical graph with its
estimated size (volume attribute). Another set of
rules leads to a physical Neo4j graph. In addi-
tion, the information regarding the size enables
the generation of a Neo4j test database contain-
ing as many nodes and edges as estimated by the
designer.

Figure 5: Resulting graph logical model (Akoka et al.
2017)

Let us suppose that the database administrator
received additional data describing papers such
as year of publication, number of pages, and
language. Through a reverse engineering process,
this information is propagated into the logical
graph and to the subsequent conceptual model.
We performed this reverse process by applying
the set of rules described in (Comyn-Wattiau and
Akoka 2017). The final result is presented at
Figure 6.

Let us consider that the end users then asked
to enrich the database with historical information
on past affiliations of researchers. This led us

to the model of Figure 7 where the relationship
mentions links researchers, affiliations, and dates.
A new forward engineering process containing
two steps allowed us to generate the updated Neo4j
database.

Finally, let us suppose that the end users would
like also to automatically access not only to the
information on papers but also to the full text pa-
pers. Neo4j is not able to store documents. Thus
the database administrator proposes to migrate
the database toward an OrientDB environment.
OrientDB combines graph and document logical
models. The resulting logical schema is presented
at Figure 8. At the physical level, the nodes repres-
enting paper information are linked to documents
storing full-text papers, but this is not visible at
the logical level. Moreover, to maintain the con-
sistency with different modeling levels, we have to
generate the updated conceptual model of Figure
9 mentioning the full-text attribute.

We summarize the main steps of our illustrat-
ive scenario at Figure 10. It consists mainly of
successive steps of model enrichment, forward
engineering, and reverse engineering steps. Let’s
compare the initial conceptual model of Figure 4
and the final one of Figure 9. The different en-
richments allowed us to complete the description
of conceptual objects (entities or relationships)
and/or to add new objects. Moreover, the success-
ive execution of forward and reverse engineering
processes are not all inverse transformations. In
our example, the main difference lies in the ternary
writes relationship which is transformed into a
node and, conversely, becomes an entity with three
binary relationships respectively with author, affil-
iation and paper entities, which is less expressive.
A round-trip engineering process must be able to
keep trace of the forward transformation in order
to be able to reverse it. If this trace mechanism
is not available, a quality analysis of the concep-
tual model generated through the reverse process
should be able to detect the semantic poverty of
the writes entity and its associated relationships
w1, w2, w3. This quality analysis may suggest to
the designer to provide a better naming of such
objects.
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Figure 6: New conceptual model (reversed)

Figure 7: Enriched conceptual model
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Figure 8: Updated logical graph model

5 The resulting framework

Like any software system, NoSQL databases re-
quire maintenance efforts. Software maintenance
usually is categorized into four types. Corrective
maintenance is dedicated to fix problems. Adapt-
ive maintenance includes modifications applied to
keep the software up-to-date and aligned with its
environment. Perfective maintenance takes into
account new user requirements. Finally preventive
maintenance occurs when organizations anticipate
future problems.

Corrective maintenance impacts the physical
level of the database. Such modification must
be propagated at both the logical and the concep-
tual levels through a reverse process. At each
abstraction level, a quality analysis may lead to a
roundtrip engineering path composed successively
of Case 8, Case 4, Case 2, and Case 6.

Adaptive maintenance may, for example, lead to
the migration of a database due to a new release of
its platform. In such a case, the editors generally
ensure an ascending compatibility, limiting the
impact to the physical level.

Perfective maintenance occurs each time new
user requirements have to be considered. It
should be a classical forward engineering pro-
cess propagating the new requirements from the
conceptual level to the logical and physical levels.
However, if the only artifact is the code and/or
if previous changes have been integrated at the
physical level without performing a backward

propagation, a roundtrip engineering path com-
posed successively of Case 8, Case 4, Case 2, and
Case 6 must be executed.

Preventive maintenance takes place in many
companies where relational databases reach their
limits in their capability to meet the volume and/or
variety requirements. A migration to a NoSQL
system (Case 5) is necessary. In such a situation,
the recommended path is composed successively
of Case 4, Case 2, and Case 6. Another prevent-
ive maintenance happens when non-functional
requirements (security, performance, etc.) are
no longer met. A migration to another physical
environment (Case 9) may be the solution. A path
composed successively of Case 8 and Case 6 is
recommended.

Roundtrip engineering systematically propag-
ates changes forward or backward. Although this
appears to be an additional task, it enables an-
ticipating and facilitating any changes that the
maintenance of the system, whatever it may be
(corrective, adaptive, perfective, or preventive),
requires.

Implementing a roundtrip engineering process
therefore requires the design of a knowledge base
that combines rule sets, trace templates, and qual-
ity assessment models. Some of the latter have
been developed for relational databases. Much re-
mains to be done in the field of NoSQL databases.
The framework sketched at Figure 11 summarizes
our approach.

The first step consists in taking into account
maintenance demands and qualifying them. A
guiding step then recommends a RTE scenario.
The latter is implemented using the knowledge
base. It is followed by a quality analysis allowing
the software engineer to commit the changes or to
reiterate the process.

6 Conclusion and further research

Roundtrip engineering allows us to perform the
transformations imposed by different types of
software maintenance. In this paper, we studied
the case of NoSQL database maintenance. We
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Figure 9: Final conceptual model

Figure 10: The illustrative process



International Journal of Conceptual Modeling
February 2018. DOI:10.18417/emisa.si.hcm

290 Jacky Akoka, Isabelle Comyn-Wattiau
Special Issue on Conceptual Modelling in Honour of Heinrich C. Mayr

Figure 11: Final conceptual model

proposed a framework dedicated to roundtrip en-
gineering of NoSQL databases. The framework
encompasses a knowledge base and a guiding pro-
cess. The knowledge base is composed of four
main modules: a maintenance expert module, a set
of guiding rules, several transformation rule sets,
trace models, and quality evaluation models. The
RTE process starts by qualifying the maintenance
demand, then recommends a scenario, applies it
and evaluates the resulting quality.

Starting from a roundtrip generic scenario, we
propose several roundtrip scenarios combining
forward and reverse engineering processes. We
demonstrate the feasibility of our approach with
an illustrative scenario related to a property graph
database. The illustrative scenario consists of
successive steps of model enrichment combined
with forward and reverse engineering processes.

Future research will consist in designing and
implementing the main components of the know-
ledge base. In order to validate the approach, we
will test the resulting prototype with several case
studies. Some components of the framework will
reuse the results obtained for relational database
systems while others will be created ex nihilo.

We dedicate this article to Heinrich Mayr for
his fruitful contributions to conceptual modeling.
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Abstract. Modeling organizational rules during conceptual design provides a more accurate picture of the
underlying domain and helps enforce data integrity. In a database development context, there are many
advantages to explicitly representing rules during conceptual design. Early modeling ensures they are
visible to designers and users, thus improving requirements and validation. The rules can then be semi-
automatically translated into logical design code. One limitation to widespread adoption of such modeling
is variance in standards and semantics of rules. We consider cardinality constraints—a useful and integral
part of conceptual database design. Many papers discussing classification frameworks for cardinality
exist. Completeness of such schemes has always been in question since well-defined criteria do not exist to
evaluate them. We suggest a “reverse engineering” approach, i.e., one of defining conceptual modeling
constraint completeness based on mappings from the relational model. We develop a correspondence from
relational algebra operator combinations to existing semantic constraint types. In doing so, we also come
up with a new category of set-level cardinality constraints not previously examined in literature. We believe
our work demonstrates a unique approach to establishing conceptual framework completeness and enables
standardization of rule semantics which in turn allows for semantics-based (as opposed to procedural-based)
representation. On the implementation side, it supports developing automated mechanisms for translating
constraints to improve developer productivity.

Keywords. Database design • Conceptual database modeling • Cardinality constraints

1 Introduction and Motivation
Cardinality constraints have long been an integral
part of conceptual database diagrams since the
original entity-relationship (ER) model proposed
by Chen (Chen 1976). Other conceptual modeling
standards including Unified Modeling Language
(UML) (OMG 2015), and Object-role modeling
(ORM) (Halpin and Morgan 2010) also provide
support for cardinality. As do pre-design models
such as KCPM (Vöhringer and Mayr 2006). (The
terminology may vary across models, e.g., UML
or KCPM may term it as multiplicity.) A variety

* Corresponding author.
E-mail. ram@eller.arizona.edu
We thank Nicholas Neidig, Alankar Kampoowale, Girish
Mhatre, Anish Padiyara and Mark Vanderflugt for assistance
with developing the CARD system prototype.

of papers have examined cardinality constraints
in detail, and many frameworks and taxonomies
have been proposed to comprehensively organize
the types of cardinality constraints (Lenzerini and
Santucci 1983; Thalheim 1992; Liddle et al. 1993;
McAllister 1998; Ram and Khatri 2005). With
any taxonomy, including one for cardinality, the
question of semantic expressiveness or complete-
ness1 (Navathe et al. 1992) is pertinent. Establish-
ing completeness is valuable from a standpoint
of both theory and practice, and allows one to
establish an exhaustive mapping into implemen-
ted database constraints. Though authors have

1 We use the terms completeness, comprehensiveness and
expressiveness interchangeably. Some writers prefer the term
expressiveness since completeness often implies an absolute
completeness which can be difficult to establish.
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sought to address the issue of completeness of
their frameworks, it has remained a difficult and
open question. This is because it is hard to prove
in advance that a scheme (e.g., conceptual model
or a rule framework) is fully expressive. Options
to demonstrate completeness include envisioning
a large number of possible scenarios (including
covering what similar models have used in the
past) or extensive testing in the field. Each has its
costs and drawbacks, can be time-consuming, and
remain susceptible to not covering the needs of a
new application. This can lead to long delays in
adoption of a framework, since it may be impeded
due to the perception of it being “yet another in-
cremental version” that augments expressiveness
by some small amount but is not complete.

Proving expressiveness in the context of rule
frameworks is important, as it allows for a com-
prehensive set of constraint specifications and res-
ultant translation into code. This in turn provides
a much stronger case for incorporating rule frame-
works into design tools. Having a visible rule
repository is important for good managerial de-
cisions (Von Halle 2001) and researchers and prac-
titioners have recommended that user-specified
business rules applicable to data should be docu-
mented in the database schema itself (ISO 1987;
Simsion 2001). In data modeling, cardinality is
one such class of rules that must be modeled.

In this work, we focus on cardinality rules.2
Our objective is to determine how complete-

ness can be established for cardinality constraint
frameworks. We discuss previous approaches to
proposing comprehensiveness in the conceptual
modeling domain, and define completeness in a
novel way. Instead of viewing the transition from
the conceptual to the logical design stage as a
one-way street, we “reverse map” from relational
algebra to conceptual modeling constraint kinds.
We consider combinations of algebraic operations,
and show that a complete framework must express
constraints corresponding to all relevant operation

2 We use the terms constraints and rules synonymously
though we recognize that there are multiple interpretations
for “rule” in literature. We use policy to refer to the underlying
business directive that guides the constraint.

arrangements. We also test the feasibility of such
mapping with a proof-of-concept prototype system
and present some findings and recommendations
for DBMS support of these kinds of rules.

The rest of our paper is structured as follows.
We begin by reviewing prior work in rule rep-
resentation in conceptual and logical design in
section 2. In section 3, we address the issue
of completeness for semantic modeling and why
our proposed approach is reasonable. Section 4,
contains the discussion of the various relational
algebra operators and how different combinations
of them map to cardinality constraints (with a
SQL mapping for each constraint kind). There-
after, we discuss our evaluation and present our
recommendations in section 5. Section 6 contains
the conclusions and suggestions for future work.

2 Review of Related Work

We see support for representing a variety of rule
types in conceptual database design. The original
ER proposal allowed for representing identifying
attributes3 , cardinality, and implicitly—referential
integrity through the specification of relationships.
Extensions to the ER model have allowed desig-
nation of the mandatory vs. optional properties
for relationship participation, as well as for attrib-
utes, i.e., whether they can contain null values
(Figure 1). Newer modeling tools may further
allow specification of additional constraints such
as data types and domain ranges (see Figure 2) by
providing an interface that bridges conceptual and
logical design.

From a data management perspective, such
rules function as integrity constraints on a database
helping to ensure that the business policies and se-
mantics of the application are incorporated into the
database (Storey et al. 1996; Date 2000a; Simsion

3 Some authors prefer the term “primary key”; however, the
notion of primary keys comes from the relational model
(logical design), and we adopt the usage of “identifying
attributes” in context of conceptual design.
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Figure 1: In this diagram, the attributes size and
headquarters may contain null values (syntax from
(Umanath and Scamell 2007))

2001). All well-known conceptual grammars4
provide support for cardinality, as it is needed to
determine the translation of a conceptual schema
into the corresponding logical relations (for the
purposes of our paper we assume the relational
model is used during logical design). Similarly,
cardinality is employed when mapping from a pre-
design glossary to a conceptual schema (Mayr and
Kop 2002). Cardinality rules are also useful for
other database purposes including normalization
(Navathe et al. 1992), schema integration (Ramesh
and Ram 1997), query optimization (Thalheim
1996), and managing privacy for sensitive data
(Sweeney 2002).

The importance of capturing and visibly rep-
resenting business rules has been highlighted by a
number of efforts (Date 2000b; Hay et al. 2000;
Von Halle 2001; Ross 2005; OMG 2017).

However, inclusion of support for representing
cardinality in modeling methodologies and tools
has been somewhat limited. One of the issues with
cardinality is the complexity in its semantics when
generalized beyond a binary relationship case or

4 We use the term grammar to refer to the formalism spe-
cifying the constructs and rules for conceptual design, e.g.,
ER Model. We use the term schema (or script) to refer to
the abstract description of the real world developed using
the constructs provided by the grammar (Wand and Weber
2002).

when dealing with temporal or spatial data. Com-
pounding this problem is the variations in intended
semantics as used in different modeling grammars
(Ferg 1991; Liddle et al. 1993). Over time, dif-
ferent approaches to address the problem have
been proposed. UML, for example, allows the
specification of complex cardinality constraints us-
ing the Object Constraint Language (OCL) (OCL
2014). Adapting an example from Warmer and
Kleppe (J. Warmer and A. Kleppe 1999), consider
the SubmitBids relationship schema in Figure
3. A requirement that “any supplier and project
combination can appear in the SubmitBids rela-
tionship between [h .. k] times”, where h and k are
a user-specified integer bounds, can be specified
using the OCL code in Figure 4.

A similar approach can be adopted to assert,
for instance, that a student can take the same
course up to m times (across semesters) or an
employee may be assigned to work on the same
project up to n times in a year. Being a procedural
specification in OCL, this option is not without its
own deficiencies. It does not scale well, and each
time we see such a constraint—we must rewrite
the logic for its implementation.

An alternative approach that exists in literature,
is to specify a conceptual taxonomy of the various
cardinality constraints, and then take advantage of
the classification scheme to denote the constraint
type and its parameters. Using a syntax formal-
ized previously (Currim and Ram 2012), we can
state the earlier participation5 constraint on the
SubmitBids relationship by:
CARD-R-PT (SubmitBids, (SUPPLIERS,

PROJECTS) ) IN [h:k]

Thus, conciseness of annotation is better
achieved using a semantics-based or conceptual
classification. This can lead to improved analyst
productivity, and reduce the chance of errors while
writing a program. An advantage of this method
is that it can be mapped to the corresponding OCL

5 Briefly explaining the syntax, in their scheme CARD-R-PT
stands for a cardinality (CARD) constraint on an interaction
relationship (R), restricting participation (PT). The parameters
are the relationship involved, and the constrained entity
classes.
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Figure 2: Using a conceptual design tool to specify the data type for the Size attribute, and a check constraint to
be implemented upon conversion to relational table (i.e., logical-level) creation code

Figure 3: The Submit Bids relationship

specification or triggers (which we show later in
this paper) in a straightforward manner. On the
other hand, a limitation with this approach, as
demonstrated by the augmented taxonomies pub-
lished over the years (Lenzerini and Santucci 1983;
Thalheim 1992; Liddle et al. 1993; McAllister
1998; Ram and Khatri 2005), is that establishing
comprehensiveness in the organized types of car-
dinality constraints is difficult. Successive efforts
have added support for new kinds of constraints.
While this improves the body of knowledge, it is
still desirable to have a sense of completeness so
that modeling tools can incorporate the taxonomy
and the related translation plans. Otherwise, an
argument can be made that logical-level proposals
that generate pseudo-code, while less efficient and
insensitive to the underlying semantics, provide

Figure 4: Sample OCL code for specifying a participa-
tion constraint
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the flexibility of incorporating new kinds of con-
straints. To enable wider adoption of taxonomic
cardinality specification approaches for rule pro-
cessing and service-oriented computing in a het-
erogeneous environment, we feel a standardized
and complete framework for cardinality constraints
is important.

3 Addressing Completeness

As mentioned earlier, addressing the question
of rule framework completeness is valuable from
both a research and business standpoint. In the con-
text of semantic modeling and cardinality, while
authors have sought to address the matter of com-
pleteness of their frameworks, it has remained an
open issue. Completeness is difficult to measure
because there is no easy way to establish a priori
that a model has the necessary constructs to cap-
ture the semantics of every possible application.
The task can be simplified somewhat by narrowing
the scope of the taxonomy or model (which is one
of the reasons, besides compactness of representa-
tion, that we see a proliferation of domain-specific
conceptual grammars). Having reduced the target
modeling space, one can test completeness by
undertaking multiple case studies in a variety of
organizations in the field. The greater the number
of studies, the more confidence one has in the
expressiveness of the taxonomy.

Since grammars like the Entity-Relationship
model have already been extensively field-tested,
some authors have adopted the tactic of measur-
ing relative completeness where the new model
is measured against existing grammars (Bajaj and
Ram 2002). Thus, a conceptual model can be con-
sidered relatively complete if its constructs are at
least as expressive as previously developed models.
Applying the norm to constraint frameworks, we
can say that a framework is relatively complete if
the classified constraints incorporate those seen in
existing constraint systems. Most work to date has
implicitly adopted this approach while demonstrat-
ing that their proposed framework encompasses
previous classificatory schemes (Liddle et al. 1993;

McAllister 1998; Ram and Khatri 2005). An argu-
ment of insufficient confidence could, however, be
made against this methodology since cardinality
rules are not always thoroughly specified while
developing a conceptual schema, and thus our
faith in the completeness of existing classification
mechanisms may not be strong.

To address this issue we asked ourselves, “What
alternative benchmarks could be used for express-
iveness?” There was no simple answer due to
the absence of pre-existing criteria to define com-
pleteness. We knew that extensive organizational
testing is not practical in a reasonable timeframe.
The approach we chose instead was to adapt our
test for completeness by taking advantage of ex-
isting work in relational query sub-languages (in
our case, relational algebra), where completeness
has already been well-defined.

Previous efforts on completeness for ER-based
query languages (Atzeni and Chen 1981; Camp-
bell et al. 1985) are not based on relational algebra
or relational calculus, and instead have defined
expressiveness based on constructs within the ER
model. Our approach diverges from this, and
we argue that our “reverse engineering” (working
backwards from the logical design) strategy is ac-
ceptable for three reasons. Firstly, the underlying
theoretical model for both the entity relationship
and the relational models is the same, i.e., set
theory. The constructs for capturing and storing
data can be visualized as a derivation of sets in
both models. This, in part, accounts for the well-
defined and straightforward mapping between the
two models. Secondly, since relational language
completeness has been well-tested (and can thus
be construed as a sound measure), we may as well
take advantage of this knowledge while formu-
lating a measure of completeness for constraints.
Finally, we feel that since the implementation of
conceptual model cardinality constraints will typ-
ically be done in a relational database, it would be
reasonable to think that a classification scheme is
complete only if every cardinality constraint type
that can be implemented in a relational algebra is
also available in a conceptual model cardinality
framework.
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4 Establishing Completeness Using
Relational Algebra

To begin, we intuitively establish the correspond-
ence between constraints and queries. Let us
take the example of a constraint: An employee
can work for between 1 and 25 projects specified
on the work_on relationship (see Figure 5). In
the relational model, this relationship would map
to a table work_on and an SQL query would
be executed to perform a count of projects for
the employee in the modified tuple. Depending
on the results, the system could determine if the
constraint were satisfied or violated.

Correspondingly, we argue that the evaluation
of every cardinality constraint can be mapped to
an SQL query (or relational algebra expression)
to be checked upon a database operation (insert,
delete or update). Since the query to evaluate a
cardinality constraint is but one kind of query, the
set of all possible cardinality constraint queries is
a strict subset of all possible queries. Thus, a lan-
guage that is constraint-complete will be a subset
of a language that is relationally complete. Next,
we discuss the operators required for relational
completeness, and the relevant subset needed for
checking cardinality constraints.

For a language to be relationally complete, it
must be capable of the following relational opera-
tions (Codd 1972): projection (π), selection (σ),
Cartesian product (×), union (∪), and set differ-
ence (−). Further, we consider a common exten-
sion, that of supporting aggregation and grouping
(ℑ) and including functions (like counts) on at-
tributes to be performed in a projection. As might
be expected, we do not need the full functionality
of all the relational operators π, σ, −, ℑ, ×, ∪
for checking cardinality constraints. We elaborate
below.

The projection π operator is unique in that it
filters attributes rather than tuples (or in other
words: extracts properties rather than entities).
In a general query language, any combination of
attributes and expressions may be desired in the
output and therefore the use of the π operator is

diverse. However, for checking a cardinality con-
straint—the only kind of query we are interested
in is a count. We denote the count based on a pro-
jection with the symbol πc. Two different kinds
of counting may be performed. The simplest is
to count entire tuples (SELECT COUNT (*) in
SQL), which we denote by πc*. Alternatively, a
count of distinct attribute values may be carried
out (SELECT COUNT (DISTINCT ⟨attribute⟩)),
which we denote using πcA.

The operators of Union and Set Difference {∪,
−} serve to either augment or reduce the member-
ship of the set under consideration (leading to the
creation of a new set). They are similar in that they
change the set membership, but not how elements
are counted within a defined set and therefore do
not change the nature of the cardinality constraint
being considered. Thus, they are not as important
from the perspective of a cardinality framework.

The Cartesian product {×} is usually performed
in conjunction with the selection operator σ to
create a “join”. Conceptual model constraints
often implicitly assume the use of joins. For
example, the constraint: An employee with the
designation of “Senior Consultant” can work for
between 1 and 10 projects, defined on the work_on
relationship (Figure 5), contains a predicate on
the participating EMPLOYEES entity class, and
hence implicitly uses a join (when considered in
the relational model). The constraint frameworks
we have encountered thus far only consider joins
within a relationship’s participating entity classes,
rather than joins among classes that may span a
chain of relationships (i.e., they would not consider
a constraint defined between employees and clients
in Figure 6). To address this, we propose the notion
of virtual relationships, discussed in more detail
elsewhere (Currim 2004); which naturally maps
to the definition of a logical view. A point to note
is that the nature of counting that is performed
does not change, merely the scope. Thus, we can
continue our analysis excluding such joins without
loss of generality.

Finally, we consider the two operators that
when applied to a set allow us to count specific
members or aspects of that set. Both selection
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Figure 5: The work_on relationship

Figure 6: Employees, Projects and Clients

and grouping allow us to count specific aspects
of the set (or specific members). This determines
what is counted, and hence the kind of cardinality
constraint being examined. We examine both
these operators in more detail.

Selection (σ) may be performed on any attribute
combination within one or more relations. We
decompose this further into: σ performed on
an identifying attribute of a participating entity
(or entity combination), denoted by σID, and a
σ performed on a non-identifying attribute σA.
We separate the two because there is a direct
correspondence between an identifier and an entity
instance, which in turn allows us to ask the question
“how many” (i.e., count) as applicable to a given
entity (e.g., employee). While there has been
some deliberation in literature about the distinction
between entities and attributes, we do not get into
that discussion and instead refer the reader to
previous work (Weber 1996; Kop and Mayr 1998),
while assuming that the distinction is beneficial.
Related to the use of σID, we know from the query
languages that a σ need not contain only a single
identifier value, and could instead be evaluated
over a set of identifiers using either multiple OR
clauses, (in this case we can combine the set
of identifiers using an IN operator as well). We
denote a set of identifiers by: σID-Set. This leads to
the classification of a conceptual model constraint
category not previously discussed in literature,
that of set-level constraints (e.g., There should be

no more than 5 projects associated across the set
of employees: ’E004’, ’E005’, ’E007’).

Returning to σA, when the attribute A is from
a participating entity class, the σA serves to estab-
lish a predicate on the relevant entity class. This
does not impact the nature of the constraint, just
the scope of the set membership on which it is
defined. For example, consider constraints:
C1a: An employee can work for between 1 and
25 projects; and C1b: An employee with the
designation of “Senior Consultant” can work
for between 5 and 10 projects (this version also
considers a single employee, but has an additional
σ condition to only consider an employee if they
are a senior consultant).

The fundamental form of both these constraints
is the same in that they capture the number of
members of a “counted” entity class (projects)
that co-occur with each member of a “fixed” class
(employees). The only difference between them
is a predicate that restricts the membership of the
“fixed” set (or the “counted” set). This principle
holds whether we are considering instance-level
or set-level constraints. As an example, consider
the following constraints:
C2a: There should be no more than 50 projects
associated with the set of all employees; and
C2b: There should be no more than 5 projects
associated with the set of all employees with a
security clearance of “alpha” (this version also
considers a set of employees, but has an additional
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σ condition to only consider those employees with
a security clearance of “alpha”).

Both these constraints are set-level constraints
where the “fixed” class is employees, and the
cardinality limits the association with projects (the
“counted” class). To summarize, using predicates
provides flexibility in expressing a constraint type,
but does not change the nature of what is counted.

The case may be made for separate considera-
tion of attributes in σA that are mutual properties
of entities in a relationship, e.g., counting employ-
ees who received a particular level of feedback
or rating for their work on the project. We adopt
a philosophy previously presented in literature
suggesting that relationships should not have at-
tributes of their own, but these must be either
modeled via a separate relationship or attaching
an additional associated (usually, weak) entity
class (Wand et al. 1999). The function of these
attributes in constraints consequently reduces to
that of predicates. Even if we do not adopt this
view, the only difference is that we end up with a
generalized version of constraint types that allow
for counting of not only entity instances but also
attribute values within a relationship. Either way,
the target relational constraint can be captured
using conceptual model constraints.

The grouping operation ℑ is a convenient exten-
sion of the σ applied to specific entity instances.
Instead of checking the count for a single instance,
it does so for each distinguishable instance in a re-
lationship. For example, we could perform a count
of projects for a single employee by specifying
an employeeID with the σ operator. Using ℑ
allows us to conveniently perform a similar count
for each employee without having to manually
enumerate each employee’s identifier. When a σ
is used in conjunction with a ℑ, it (the σ) serves
the role of either restricting the scope of the ℑ
(if the attributes the σ and ℑ are applied on are
identical), or that of predicate filtering. As is the
case for σ, we consider ℑ on identifying attributes
without loss of expressiveness.

We present our analysis of the semantics of
cardinality in the next two sections. The basic
approach followed is to examine combinations

of projection, selection and grouping and their
correspondence to various cardinality constraints.
For consistency, we assume the underlying con-
ceptual schema is developed using the ER model
(Appendix A summarizes the syntax used), and fol-
low cardinality terminology developed by Liddle
(Liddle et al. 1993) and extended by us (Currim
and Ram 2012). These papers also contain a
resolution among constraint naming conventions
used in a variety of semantic models and previous
frameworks. To formally clarify the semantics of
each constraint type, we use first order logic and
integrate it with a sample annotation syntax (re-
capped in Appendix B using BNF). A (simplified)
corporate schema6 used to illustrate the constraint
semantics follows.

4.1 CONSTRAINTS APPLICABLE TO
ENTITY CLASSES

A class constraint restricts the number of mem-
bers in the entity class. An attribute constraint
restricts the cardinality of the number of values
an entity instance can have (for an attribute), e.g.,
we may wish to restrict how many cities a project
can span. A domain cardinality constraint (en-
countered and formally defined by us during the
process of establishing completeness relative to
relational algebra) restricts the number of possible
values an attribute can take on for the set of en-
tity instances. The domain cardinality does not
restrict the number of cities for a single project
entity, rather specify a restriction across all (or
some subset of) projects.

The cardinality of a finite set E (e.g., entity
class) is written as |E|. Typically, the constraint
is specified with a lower and upper bound. We
represent the range of values between the bounds
by the set Card. Since E is finite, we say |E| ∈
Card, where Card ⊆ N ∪ {M}; N is the set of
natural numbers and the symbol M denotes “many”
(unrestricted upper bound). For convenience, in

6 To preserve the ternary semantics of cardinality constraints
(as these are easier to read and interpret), we don’t model
the change in cardinality due to the introduction of a weak
association class and the consequent change in degree of the
relationship to quaternary.
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the syntactical version, we specify the lower and
upper limits of the constraint as ⟨min⟩ and ⟨max⟩,
where ⟨min⟩ ⊆ N, and ⟨max⟩ ⊆ N ∪ {M}. We
use A for attributes, and P to represent a predicate.
P(e(Akm)) signifies the mth predicate defined on
attribute Ak. For simplicity, we only describe the
use of predicates for entity class cardinality and
do not repeat the syntax for the constraint bounds
(i.e., “IN [⟨min⟩:⟨max⟩]”) for later constraints.
For an entity class E, we use πA(E) to denote
the projection of the values of attribute A across
all members of E, while πA(e) represents the
projection for a specific entity e, where e ∈ E.

In Table 2 we consider combinations of rela-
tional algebra operators as they apply to class
cardinality constraints. In Table 3, we use πcA

operations instead of πc*, which leads to attribute
and domain cardinality constraints. In the first
column we show the relational algebra expression,
followed by the semantics of the specified con-
straint (natural language). The final column has
the equivalent SQL query.

In the next sub-section, we discuss constraints
applicable to relationships.

4.2 CONSTRAINTS APPLICABLE TO
RELATIONSHIPS

An interaction relationship relates members of
one entity class to members of one or more en-
tity classes. Interaction relationship constraints
are classified into participation, set-participation,
projection, co-occurrence, set-co-occurrence, ap-
pearance, set-appearance, appearance-across-R,
and set-appearance-across-R constraints (the lat-
ter four types being applicable for unary relation-
ships). We begin by briefly describing each type
of constraint and illustrating its semantics using
the relationship assign from Figure 7. Thereafter,
each is discussed in detail. To formally clarify
the semantics of each constraint type, we use first
order logic.

Participation constraints look at a relationship
(e.g., employees being assigned to projects by
departments), and ask the question, “How many
times can an entity (e.g., an employee) participate
in the relationship?” Set-Participation constraints

(newly introduced by us) look at a (sub)set of en-
tities (e.g., employees belonging to the states of
California, Arizona and New Mexico) and ask,
“How many times can the set of entities considered
together participate in the relationship?” The gen-
eralized version of both these rule types consider
not just a single entity class, but also entity com-
binations, for example “How many times can a
given combination of employee and department
be assigned in the assign relationship?”

For the formal definition, we introduce entity
from relationship projection. Assume a relation-
ship R (e.g., the assign relationship) is formed by
the entity classes E1, . . . , Ei and each element r ∈
R (e.g., a specific assignment instance). Then we
define πEi(r) as the projection of the entity from
class Ei belonging to the relationship instance r,
while πEi (R) projects all members from Ei, present
within the relationship R. For the set-participation
constraints, to define a subset Ci of an entity class
Ei, we use Ci ⊆ Ei.

Projection constraints look at the relationship
and restrict how many distinct entity instances
can occur across the set of relationship instances.
Thus, “How many different projects can there be in
all (in the assign relationship)?” is an example of
the projection constraint. The generalized version
of this constraint examines entity combinations
from multiple entity classes.

Co-occurrence constraints consider an entity
already known to be participating in a relation-
ship, and ask how many members of another entity
class can co-occur with it. Thus, for example, one
could ask, “Given a project that exists in the assign
relationship, how many distinct departments can
co-occur with it?” The Set-Co-occurrence con-
straint (newly introduced by us) looks at a set of
entities known to be participating in a relationship
and asks how many members of another entity
class can co-occur with it. For example, “For
projects classified as high-security, how many
different meetings co-occur with them?” The gen-
eralized version of this constraint considers entity
combinations.

So far, we have only examined cardinality con-
straints defined over instances of a relationship.
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Figure 7: A simplified corporate schema (ER and Relational versions)

Table 1: Semantics and sample syntax for Class and Attribute cardinality constraints

Class Cardinality CARD-C (E) IN [⟨min⟩:⟨max⟩] is defined as: |{ e : e ∈ E }| ∈ Card
(with predicates) CARD-C (E [⟨predicate conditions⟩]) |{ e : e ∈ E ∧ P (e(A11),

e(A12), . . . , e(Ak1), . . . , e(Akm)) }| ∈ Card
Attribute Cardinality CARD-A (E, A) ∀ e ∈ E, | { πA(e) } | ∈ Card
Domain Cardinality CARD-D (E, A) | { πA(E) } | ∈ Card

Including the notion of counting values across
attributes rather than tuples (i.e., the participat-
ing entity classes, rather than the relationship
instances) leads us to the examination of forms of
the appearance constraint. These are applicable
for unary relationships. For example, we may ask,
“How many roles supervisee, supervisor can a
single employee play within a single relationship
instance of the supervise relationship?” Thus, if
an employee can supervise herself, then she can
play two roles. This is an example of the appear-

ance constraint, which restricts the number of
roles in which a given member e of an entity class
E can appear in any instance r, r ∈ R. It applies to
an interaction relationship R in which the same un-
derlying entity class E participates in R in different
roles L1, . . . Lk. The Set-Appearance constraint
restricts the number of roles a set of entities can
play in any single entity instance. An Appearance
Across-R constraint restricts the number of roles
in which a given member of E can appear across
all instances of R (or some subset R’, R’ ⊆ R). A
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Table 2: Semantic Analysis of Combinations of SQL Operations for Entity Classes

Algebraic Op-
erator

Semantics for an Entity Class SQL Equivalent

πc* i.e., applied
on the entity
(tuple)

Class cardinality constraint (number of members in
an entity class)

SELECT count(*) FROM
employees;

πc*, σ Class cardinality with predicate SELECT count(*)
FROM employees WHERE
state='CA';

πc*, ℑ Class cardinality of an attribute-defined subclass/sub-
set (while the equivalent cardinality may be com-
puted by using state as a discriminator to define
subclasses—we feel that it is somewhat artificial
to require creation of subclasses simply to enforce
cardinality). Note: it is not meaningful to use the
identifier as the grouping attribute—since that will
always yield one group per entity (i.e., any further
count will always equal to 1)

SELECT count(*) FROM
employees GROUP BY
state;

πc, ℑ, σ Class cardinality of a subset/subclass (based on pre-
dicate)

SELECT count(*) FROM
employees WHERE salary
> n GROUP BY state;

πc, - For completeness, we illustrate the effect of combin-
ing queries using the MINUS operator. As can be
seen, it is not meaningful to perform such counts
since it will return the count of the first query un-
less the cardinalities of the two sets in question are
identical, whereupon it will return no results. Instead,
the set difference should be performed first, and a
single count taken on the resulting set (which does
not change the nature of what is counted).

SELECT count(*)
FROM employees MINUS
SELECT count(*) FROM
managers;

Set-Appearance Across-R constraint restricts the
number of roles in which a given set C, C ⊆ E,
of entities can appear across R (or some subset
R’, R’ ⊆ R). We discuss the formal semantics and
syntax in Table 7. For convenience, we define
role projection operations. Role projection πL(r,
e) is defined as: R × E → P(L), where P(L) is
the power-set of L. It takes as input a relationship
instance r, an entity instance e, and returns the set
of roles that entity instance plays in the instance r.
We generalize this to allow for πL(r, C), where C

⊆ E, and define it as: R × P(C) → P(L). Similarly,
we define operations to allow for projection of
roles across instances of R, both: πL(R, e) and
πL(R, C). Doing so allows us to keep the definition
of the constraints compact.

Now that we have described the formal se-
mantics for the various relationship constraint
types, we consider combinations of relational al-
gebra operators and SQL as they apply to the
relevant cardinality constraints.

For appearance constraints, the query is non-
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Table 3: Semantic Analysis of Combinations of SQL Operations for Attributes and Domains

Operator Semantics for an Entity Class SQL Equivalent
πcA i.e., applied
on a single attrib-
ute

Domain cardinality. Note: it is not useful to count
the identifying attribute—since that will always be
equal to the cardinality of the class itself

SELECT count(distinct
designation) FROM
employees;

πcA, σ Domain cardinality with a predicate (if non-
identifying attribute in the selection σ)

SELECT count(distinct
designation) FROM
employees WHERE
state='CA';

πcA, σID Attribute cardinality for a specific entity instance
(if part of the identifying attribute is included in
the count). This is only meaningful for a multi-
valued attribute (which in relational terms would be
translated into a separate table)

SELECT count(distinct
city) FROM
project_cities WHERE
projectID='J15';

πcA, ℑ Domain cardinality within each defined subset SELECT count(distinct
designation) FROM
employees GROUP BY
state;

πcA, ℑ, σ Domain cardinality within each defined subset (with
a predicate)

SELECT count(distinct
designation) FROM
employees WHERE salary
> n GROUP BY state;

πcA, - As discussed for the πc* case, it is not meaningful to
perform counts in this manner.

SELECT count(distinct
state) FROM employees
MINUS SELECT
count(distinct state)
FROM managers;

Table 4: Semantics and syntax for Participation (instance and set-level) constraints

Participation CARD-R-PT ( R, E1, . . . , Ei) ∀ (e1 ∈ E1, . . . , ei ∈ Ei), |{r : r ∈ R ∧ πE1 (r) = e1 ∧
. . . ∧ πEi (r) = ei }| ∈ Card

(generalized)
Set Participation CARD-R-PT-SET (R, E1, . . . , Ei) |{r : r ∈ R ∧ πE1 (r) ∈ C1 ∧ . . . ∧ πEi (r) ∈ Ci }|

∈ Card

Table 5: Semantics and sample syntax for Projection constraints

Projection CARD-R-PJ (R, E1, . . . , Ei) |{r : r ∈ πE1„„ Ei (R) }| ∈ Card

trivial since SQL does not have an in-built function
to project roles. Unlike the extended projection

operators defined in Table 7 (which allow for
working with power sets), we further augment the
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Table 6: Semantics and sample syntax for Co-occurrence (instance and set-level) constraints

Co-occurrence CARD-R-CO (R, (E1, . . . , Ei),(Ei+1, . . . , Ej) ) ∀ s ∈ πE1„„ Ei (R), |{t : t πEi+1,. . . , Ej(R)
∧ ( s ◦ t ∈ R) }| ∈ Card

Set Co-occurrence CARD-R-CO-SET (R, (E1, . . . , Ei),(Ei+1, . . . , Ej) ) |{t : t ∈ πEi+1,. . . , Ej ∧ s ∈ πE1„„ Ei

∧ ( s ◦ t ∈ R) ∧ πE1 (s) ∈ C1 ∧ .... ∧ πEi (r) ∈ Ci | ∈ Card

Table 7: Semantics and sample syntax for various kinds of Appearance constraints

Appearance CARD-R-AP (R, E, L1, . . . , Li) ∀ e ∈ E, | { l : l ∈ E πL(r, e) }| ∈ Card
Set Appearance Across-R CARD-R-AP-SET (R, E, L1, . . . , Li)|{ l : l ∈ πL(r, C) ∧ C ⊆ E }| ∈

Card
Appearance Across-R CARD-R-APAR (R, E, L1, . . . , Li) ∀ e ∈ E, |{ l : l ∈ E πL(R, e) }| ∈

Card
Set Appearance Across-R CARD-R-APAR-SET (R, E, L1, . . . , Li)|{ l : l ∈ πL(R, C) ∧ C ⊆ E }| ∈

Card

Table 8: Using only π

Algebraic
Operator

Semantics for an Entity Class SQL Equivalent

πc* Projection cardinality, i.e., number of association
instances in the relationship.

SELECT count(empID)
+ count(supervisorID)
FROM assign;

πcA Projection cardinality restricted to a participating
entity class.

SELECT count(distinct
empID) FROM assign;

πcA,B Projection cardinality restricted to a combination
of entities from participating entity classes. We
don’t consider concatenation (or correspondingly:
adding multiple attributes in the ℑ clause) in further
examples to preserve simplicity, but note that it allows
for combinations of entities from participating classes
to be considered rather than just from one class.

SELECT count(distinct
concat(empID,deptID) )
FROM assign;

functions in the presence of multiple roles (see
Table 11 for details). This also demonstrates the
advantage of using a semantics-based approach,
rather than re-specifying the programming logic
for each instance of the constraint. For simplicity,
we assume a role-projection function exists for
relational algebra and demonstrate one set of feas-
ible solutions assuming two possible roles (based
on the supervise relationship).

In this section we discussed the equivalence
of conceptual modeling constraints and com-
binations of relational algebra operations. In
doing so, we introduce new constraints at the
set level. A similar exercise can be carried out
for other modeling constructs (e.g., superclasses
and subclasses). However, we feel the relational
algebra mappings for entity classes, attributes
and interaction relationships sufficiently demon-
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Table 9: Using πc*, σ and ℑ

Operator Semantics for an ER Relationship SQL Equivalent
πc*, σID Participation cardinality, i.e., number times an entity

(or entity combination) participates in a relationship.
SELECT count(*)
FROM assign WHERE
projectID='P01';

πc*, ℑID Participation cardinality (for every projectID in the
relationship).

SELECT count(*)
FROM assign GROUP
BY projectID;

πc*, σA Projection cardinality, i.e., number of association
instances in the relationship matching the property
specified in the σ.

SELECT count(*) FROM
assign WHERE hours =
n;

πc*, ℑID, σA or
πc*,ℑID-x,σID-y

Participation cardinality. The combination of σ and
ℑ (performed on the same attribute) simply restricts
which tuples of the entire set are split into groups.
A ℑ performed on a different attribute than the σ
leads to a participation cardinality check with the σ
performing the role of predicate filtering. It remains
a form of participation cardinality. We use ℑID-x,
σID-y to indicate that the grouping and selection are
on different identifying attributes (i.e., different entity
classes). The σID-y condition may involve a single
value or a set of values. The accompanying SQL
example uses a set of values. A combination of σA

with σID-y may also be done.
A similar pattern is observed for co-occurrence con-
straints in Table 10 (discussion not repeated in the
interests of brevity).

SELECT count(*) FROM
assign WHERE hours > n
GROUP BY projectID;
SELECT count(*) FROM
assign WHERE empID IN
('E04', 'E05', 'E07')
GROUP BY projectID;

πc*, σID-Set Set-Participation cardinality, i.e., how often do a
set of entities considered together participate in a
relationship.

SELECT count(*)
FROM assign WHERE
projectID IN
('P01','P02','P03');

strates the important aspects of our approach.

5 Evaluation and Testing

To complement our approach for showing com-
pleteness of a cardinality taxonomy, we decided to
develop a prototype system to serve as a proof-of-
concept for the framework. To properly automate
the development of the constraint translation mod-
ule, we realized that the system needed to be aware

of the relational schema (to reference column and
table names in the SQL and triggers, for example).
While our over-arching purpose was to evaluate
whether the SQL mapping logic from our concep-
tual constraint specifications was correct, we felt
the experience would additionally inform us of any
database-implementation issues that could arise
for the translated constraints. This motivated our
development of the CARD (Constraint Automated
Representation for DBMSs) system (Figure 8).
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Table 10: Using πcA, σ and ℑ

Operator Semantics for an ER Relationship SQL Equivalent
πcA, σID Co-occurrence cardinality, i.e., for an entity

defined in the σ clause, how many distinct
entity instances co-occur with it (π clause)?

SELECT count(distinct
empID) FROM assign WHERE
projectID='P01';

πcA, ℑID Co-occurrence cardinality for each entity
defined by the grouping attribute(s).

SELECT count(distinct
empID) FROM assign GROUP
BY projectID;

πcA, σA Projection cardinality, restricted to a subset
of association entities (matching the property
specified in the σ) from the participating entity
class (specified by the πcA).

SELECT count(distinct empID)
FROM assign WHERE hours > n;

πcA, ℑID, σA

or πc*, ℑID-x,
σID-y

Co-occurrence cardinality. When used in
combination, the grouping attribute(s) end up
being the fixed aspect of the co-occurrence
cardinality (it does not matter that a subset
of entities is specified by the σ, since these
are broken up for individual consideration by
the ℑ). The projection (counted) attribute
plays its usual role, while the attribute in the
σ clause works to filter the set of rows under
consideration similar to a predicate.

SELECT count (distinct empID)
FROM assign WHERE projectID
IN ('P01', 'P02', 'P03')
GROUP BY deptID, projectID;

πcA, σA or
πcA, σID-Set

Set co-occurrence cardinality, i.e., for a given
set of entities (fixed by σ) how many instances
of another entity class are associated with them
(counted in π).

SELECT count(distinct empID)
FROM assign WHERE projectID
IN ('P01', P02');

Users interact with the system and choose one
of the options to input a schema and associated
constraints. The system then uses knowledge of
standard ER-to-relational conversion logic to de-
velop the SQL (DDL statements) for table creation.
In addition, it takes advantage of the knowledge of
the schema and the cardinality-to-SQL mapping
we described in our paper, to generate the associ-
ated triggers. Currently, freeware and commercial
tools exist that can do the first part (i.e., take a
conceptual schema developed using ER modeling
or UML and convert it into relations with a limited
number of structural constraints). The latter part is
new, and developed as an extension by us to demon-
strate the practical feasibility of the translation

based on our completeness discussion. A system
like CARD can serve the software development
lifecycle (SDLC) by generating relational triggers
to manage the advanced constraints, which has the
two-fold advantage of improving both database
integrity and programmer productivity.

The prototype (currently implementing a subset
of the cardinality constraints) has been developed
in Java, and is available over the Internet (Currim
et al. 2010). For our prototype we picked Oracle as
the target DBMS, since it is widely-used. While
the SQL table creation code is designed to be
ANSI compliant and work across platforms, the
constraint triggers are generated in PL/SQL and
are Oracle specific (however, the core logic can
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Table 11: Limiting roles (for Appearance constraint variants)

Operator Semantics for an ER Relationship SQL Equivalent
πL(r,e) Appearance cardinality, i.e., restricts how

many roles a given entity can play in a single
relationship instance. Note: while we use the
Oracle specific DUAL system table, this can
be translated into another platform like SQL
Server either by removing the reference to DUAL
(or for DB2: by using the SYSIBM.SYSDUMMY1
instead) or creating a schema specific table that
simply contained a single row/column to use
instead of dual.

SELECT COUNT(*) FROM (SELECT
'One Role' FROM dual WHERE
EXISTS (SELECT * FROM
supervise WHERE (empid='E01'
OR superviseID='E01') )
UNION SELECT 'Two Roles'
FROM dual WHERE EXISTS (
SELECT * FROM supervise
WHERE empid=superviseID AND
empid='E01') );

πL(R,e) Appearance Across-R cardinality (new). This
constraint restricts the number of roles a single
entity can play across all relationship instances.
In this case, a UNION ALL (bag semantics) is
required to prevent loss of information when
the same entity (identifier) is selected from two
different roles.

SELECT COUNT(*) FROM (SELECT
distinct empID FROM supervise
WHERE empid = 'E01' UNION ALL
SELECT distinct supervisorID
FROM supervise WHERE
supervisorID = 'E01');

πL(r,C) Set Appearance cardinality (new). This con-
straint restricts the number of roles a set of
entities can play in a single relationship in-
stance.

SELECT COUNT(*) FROM (SELECT
'One Role' FROM dual WHERE
EXISTS (SELECT * FROM
supervise WHERE (empid IN
('E01', 'E02') OR superviseID
IN('E01', 'E02')) ) UNION
ALL SELECT 'Two Roles' FROM
dual WHERE EXISTS (SELECT
* FROM supervise WHERE
(empid IN ('E01', 'E02') AND
superviseID IN('E01', 'E02'))
);

πL(R,C) Set Appearance Across-R cardinality (new).
This is the set equivalent of the appearance
across-R constraint and restricts how many
roles a set of entities can appear in, across all
relationship instances.

SELECT COUNT(*) FROM (SELECT
'Role Employee' FROM dual
WHERE EXISTS (SELECT * FROM
supervise WHERE empid IN
('E01', 'E02') ) UNION ALL
SELECT 'Role Supervisor' FROM
dual WHERE EXISTS (SELECT
* FROM supervise WHERE
superviseID IN ('E01', 'E02')
));
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Figure 8: Architecture of the CARD system

Table 12: Implication of constraint parameters for triggering events

Constraint Property Trigger Fired On
Minimum cardinality specification of > 0 DELETE

Maximum cardinality of < M(any) INSERT

Predicates on Entity Class involved in Constraint UPDATE

be modified in a straightforward manner for other
platforms). The current interface supports creat-
ing schemas directly via a guided specification
interface, and importing schemas developed either
in Visio’s XML drawing format or directly in a
canonical ER-XML format developed by us (an
XML Schema specification that allows a standard
representation of an ER schema). This can be
extended in the future to allow additional XML
representations for ER or UML (since the core
constructs and their purpose are similar). All
options allow users to specify entity classes (in-
cluding strong and weak classes), relationships
(interaction, inclusion, etc.), and constraints.

We briefly describe the trigger generation
strategy employed. Depending on the nature of

the constraint summarized in Table 12, the fir-
ing event is set to INSERT, DELETE or UPDATE.
Since the integrity constraints must be checked
prior to any possible violations, we specify it be
checked BEFORE the database event takes place.
A minimum cardinality specification of > 0, im-
plies the need for a trigger fired on deletions,
while a specified maximum cardinality (other than
simply “many”) requires checking counts before
tuple insertion. We assume identifier values are
unchangeable. If the database allows updates to
primary key values, then update event triggers
must be used for both of the previous cases as
well. Triggers checked on update are also needed
when a predicate is specified for the constraint.
Our current system assumes that all constraint vi-
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Figure 9: Generalized Trigger Template (Oracle)

olations must be prevented (hence an application
error is raised to block the database operation).
However, the user may choose to specify different
actions that could be taken, including simply gen-
erating warnings, logging the violations, and so
on (discussed in depth in active database literature
(Paton and Díaz 1999). We leave the handling of
violationaction refinements for future work.

Figure 9 shows a generalized trigger template.
While the automated generation may seem straight-
forward, we encounter locking granularity issues
for multi-user environments. Typically, a transac-
tion that only inserts a new tuple would not obtain
an exclusive table-level lock (since it is overly
restrictive). This can cause constraint violations.
Using our earlier example of, “any supplier and
project combination can appear in the Submit-
Bids relationship between [h .. k] times”, let’s
assume we were trying to enforce the upper bound
of k where currently there were k-1 entries for an
⟨s, j⟩ pair. Suppose two transactions t1 and t2
both attempt to insert a new instance of ⟨s, j⟩ with
some p1, p2, where p1 , p2, and the associated
triples were new to the relation (i.e., both ⟨s, j,
p1 ⟩ and ⟨s, j, p2⟩ < SubmitBids). Given that

each would not see the uncommitted inserts of
the other transaction, they would both count k-1
entries, and permit the insertion to proceed (since
the insertion likely would not violate any other
database constraints), resulting in k+1 instances
of the ⟨s, p⟩ pair (a violation). As can be seen, this
requires the use of an exclusive lock on affected
table which leads to inefficiencies.

For special classes of constraints, notably those
applied at the set level, another approach is to
maintain a constraint metadata table (CMT). The
CMT would contain the type, cardinality limits,
and current counts for the constraint in question.
Instead of performing the count on the data table
(e.g., SubmitBids) each time an insert took place,
the trigger could look up the CMT (the tuple cor-
responding to the constraint in question would be
locked) and suitably adjust the attribute for the
current count. The problem with applying this to
instance-level constraints (that are not restricted to
a small set of entities), is lack of scalability. There
could be a large number of suppliers (for example)
and we would not wish to store, one entry in the
CMT per supplier. Pre-sorting or an index vari-
ant (with a supplier-count pair) could make this
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option more efficient at an instance level, but we
feel that an effective and generalizable solution
would require native DBMS support for cardinal-
ity constraint enforcement. Further, while some
would argue for application level support instead,
we feel instead that it would be more efficient
to perform the operations at the database level
(rather than transmit the data to the application to
do the check). In the case of the two transactions
t1 and t2 described previously, native DBMS sup-
port could permit better scheduling of potentially
conflicting transactions and re-use of knowledge
from recently performed counts.

6 Conclusions and Contributions
An information system may need to manage a large
number of rules from governmental, industry and
organizational requirements. Rules assert busi-
ness structure, can influence organizational be-
havior (Hay et al. 2000) and describe a state of
affairs that the business wants to exist (Morgan
2002). Understanding rules, including cardinality,
and modeling them in the conceptual schema in
a visible manner is crucial, because if they are
missed at this stage, they may never be enforced
(or be applied inconsistently) when the database is
implemented (Shao and Pound 1999). In addition
to the value of establishing completeness of a rule
framework from a research perspective, we also
see utility from the perspective of model-driven
architecture (MDA) (OMG 2001). The connec-
tion between conceptual modeling and MDA is
important in information systems development
(Kop et al. 2007), and approaches like MDA be-
nefit from standardized constraint representation
(J. B. Warmer and A. G. Kleppe 2003). Without
classification, there are limitations to enabling a
standardized syntax to represent constraint types
and the subsequent mapping into code. Establish-
ing completeness likewise benefits CASE tools
incorporating such frameworks.

We have discussed an approach to establishing
completeness of cardinality constraint frameworks.
In doing so, we added a constraint category (set-
level), orthogonal to existing types of cardinality

rules not previously seen in literature. Modeled
constraints may be represented in the conceptual
schema by the analyst using a variety of syntactical
approaches for ER or UML. Subsequently, a well-
defined mapping can be used to come up with the
corresponding implementation code.

The basic approach to supporting constraint
implementation is by translating the specific con-
straint logic into SQL and embedding that within
triggers or procedures. Given an ER schema and
the associated constraints, the relevant count of
data values can be checked against the constraint
limits. We described a prototype currently under
development to automatically translate modeled
constraints from the conceptual design level into
database triggers. Such checks can be imple-
mented using Oracle’s PL/SQL or SQL Server’s
Transact-SQL. Our efforts also lead us to recom-
mend better DBMS support for cardinality to
improve the efficiency of the constraint checking
triggers.

We feel our approach shows the value of concise
semantic-based rule annotation schemes.

Establishing completeness supports constraint
incorporation into CASE tools for productivity
gains during the development lifecycle. The plat-
form independent conceptual taxonomies (which
can be represented using a variety of syntaxes
including XML or the annotation scheme shown
in Appendix B) support distributed development
while fitting well into the service-oriented com-
puting paradigm. Although we used the ER model
in describing constraints in this paper, the exten-
sion to UML and other modeling languages is
straightforward. We feel future research direc-
tions could test whether similar approaches to
completeness can be extended to other kinds of
database rules, including temporal and spatial
integrity constraints.
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Appendix A : ER Model Syntax

Symbol Construct Description
Entity Class A set of entities for which common proper-

ties (attributes) are to be modeled

Regular Attribute Properties shared by all members of an
entity class.

Multi-valued Attribute A single entity may have more than one
value for such attributes

Identifying Attribute An attribute that distinguishes one member
entity from another

Partial Identifier An attribute in a weak entity class used
in conjunction with identifiers from strong
entity classes for distinguishing member
entities

Weak Entity Class An entity class dependent on another
(strong) entity class for its existence and
part or all of its identifying attribute

Interaction Relationship Association between members of one or
more entity classes

Identifying Relationship The arrow head denotes that a weak en-
tity class depends on the relationship to
determine its identifying classes

Inclusion Relationship
D : disjoint subclasses
O : overlapping subclasses

Relationship defining a generalization / spe-
cialization relationship between members
of entity classes
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Appendix B : Annotation Syntax in Backus-Naur Form
⟨Construct Cardinality⟩ ::= ⟨Class Constraint⟩ | ⟨Attribute / Domain Constraint⟩ | ⟨Interaction

Relationship Constraint⟩
⟨Class Constraint⟩ ::= CARD-C (⟨Entity Class⟩)
⟨Attribute / Domain Constraint⟩ ::= CARD-A (⟨Entity Class⟩, Attribute) |

CARD-D (⟨Entity Class⟩, Attribute)
⟨Attributes⟩ ::= Attribute, ⟨Attributes⟩ | Attribute
⟨Interaction Relationship ::= CARD-R-PT (⟨RE⟩) | CARD-R-PT-SET (⟨RE⟩) |
Constraint⟩ CARD-R-PJ (⟨RE⟩) | CARD-R-CO (⟨RE⟩, ⟨Entity Classes⟩) |

CARD-R-CO-SET (⟨RE⟩, ⟨Entity Classes⟩)
⟨RE⟩ ::= Relationship, ⟨Entity Classes⟩
⟨Entity Classes⟩ ::= ⟨Entity Classes⟩, ⟨Entity Class⟩ | ⟨Entity Class⟩
⟨Entity Class⟩ ::= Entity Class | Role | Role:⟨Class⟩
⟨Class⟩ ::= ⟨Entity Class⟩ | Interaction Relationship Class
⟨Card⟩ ::= ⟨min⟩:⟨max⟩ | ⟨min⟩. . . ⟨max⟩ | set-builder definition
⟨min⟩ ::= Natural
⟨max⟩ ::= Natural | M
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Abstract. Management of large volumes of data, collected from modern Cyber-Physical Systems, is calling
for models, tools and methods for data representation and exploration, in order to capture relevant properties
of physical objects, and manage them in the cyber-space. In this context, the impact of big data disruptive
characteristics (namely, volume, velocity and variety) on data modelling and information systems design
needs further investigation. In particular, data exploration is assuming an ever growing relevance, being a
way users/operators can learn from data by inspecting it according to different perspectives. In this paper,
we use conceptual modelling for (big) data exploration in a dynamic context of interconnected systems. We
rely on a multi-dimensional model, that is suited for properly providing data organization for exploration.
Furthermore, we propose a model-driven approach that guides the design of multiple exploration strategies
according to different objectives. The model-driven approach exploits a model of relevance, aimed at
focusing the attention of the users/operators only on relevant data that are being explored. We describe
the instantiation of the proposed concepts through some scenarios in the smart factory context, in order to
show how conceptual modelling helps abstracting from implementation details and focusing on semantics
of explored data.

Keywords. Data Exploration • Conceptual Modelling • Big Data • Multi-Dimensional Data • Industry 4.0 •
Cyber-Physical Systems

1 Introduction

A Cyber-Physical System (CPS) is characterized
by the integration of physical devices (machines
and sensors) with cyber components (computer,
data and programs) to form a context-sensitive
system apt to react to dynamic changes in real-
world (Lee and Seshia 2017). CPS are widespread
in several domains like smart grids, autonomous
automobile systems, domotics, medical monitor-
ing and, more recently, Industry 4.0 (Lee et al.
2015b). Relevant function in CPS is the collection
of raw data from dynamic physical environments,
integrated with many types of cyber-space re-
sources, and its transformation into actionable
knowledge in real-time. Data management is

* Corresponding author.
E-mail. devis.bianchini@unibs.it

leading to new CPS capabilities and challenges:
for example, in the Industry 4.0 scenario, data
is emerging as a new industrial asset, creating
opportunities for operations improvement and in-
creased industrial value through the capitalization
of immaterial assets, and promoting advanced
functions like self-awareness, self-configuration
and self-repairing of machines (Hou and Wang
2013). To this aim, models, tools and methods
for the collection, organization and exploration
of data are required in order to capture relevant
properties of physical objects, and manage them
in the cyber space through information/data man-
agement and analysis systems (Monostori 2014).
In particular, data exploration is assuming an ever
growing relevance, being a way users/operators
can learn from data by inspecting it according to
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different perspectives. Nevertheless, the disrupt-
ive characteristics of big data, namely, volume,
velocity and variety, pose additional issues for
those who are in charge of extracting knowledge
from it.

In this context, conceptual modelling can play a
fundamental role, given its capability of abstract-
ing data representation from its implementation in
physical systems by means of concepts, their prop-
erties and mutual relationships (Chen 1976; Fliedl
et al. 2005; Karagiannis et al. 2016; Olivé 2007),
in order to build information systems (Cabot et al.
2017). Embley and Liddle (Embley and Liddle
2013) expect conceptual modelling to address big
data challenges by structuring information, mak-
ing big data volume searchable: it may help to
highlight the semantics of underlying data in a
fast and automatic way, choosing the best repres-
entation to foster data exploration. On the other
hand, velocity of data acquisition requires the in-
tegration of different models and techniques, apt
to properly summarize data that are incrementally
collected from monitored interconnected systems.

In this paper, we propose a conceptual model
apt to provide a high level representation of a
Cyber-Physical System through a set of "facets" or
"dimensions", either flat or hierarchically organ-
ized. Aggregation of data according to different
dimensions (e.g., time, monitored system), being
related to the observed physical problems, can give
proper semantics to the collected data. Moreover,
multi-dimensional model enables data exploration
by following the hierarchical structure of dimen-
sions. The proposed multi-dimensional model is
integrated with data summarisation techniques, in
order to provide a synthetic representation over
large volumes of data to be managed. Given the
conceptual model, we define a model-driven data
exploration approach, that relies on data relevance
techniques, aimed to focus the attention of the
user/operator on relevant data only and to guide
multiple exploration strategies according to dif-
ferent objectives. We envisage the application
of the proposed model-driven approach to some
paradigmatic research scenarios in the smart fact-
ory context (Lee et al. 2015a), in order to show

how conceptual modelling helps abstracting from
implementation details and focusing on semantics
of explored data. In particular, the first scenario
concerns monitoring of a Cyber-Physical System
for anomaly detection and adaptive recovery from
damage conditions. The second scenario shows
the potential utility of the approach for data-driven
performance comparison across different physical
systems. The two scenarios are conceived for
smart factory maintenance operators; in the first
scenario, operators may be interested in prevent-
ing downtimes of the monitored systems, while
in the second one operators may want to under-
stand which part of the monitored system isn’t
working properly in order to replace or repair it.
With respect to exploratory data analysis (Tukey
1977) and Data Mining (Han and Kamber 2006),
our approach aims at supporting exploration as
a multi-step process, where the users/operators
may iteratively improve focus on relevant data,
by receiving suggestions based on the model of
relevance. Compared to On Line Analytical Pro-
cessing (Golfarelli and Rizzi 2009), we manage
data that is incrementally collected, organized
and analysed on-the-fly. Finally, with respect to
traditional faceted search (Tunkelang 2009), we
deal with high data volumes and velocity, that im-
ply efficient techniques for storing and managing
them.

In (Bagozi et al. 2017c) we introduced the
summarisation and relevance techniques as in-
gredients to perform exploration of real time data
in a dynamic context of interconnected systems.
In (Bagozi et al. 2017b) we proposed IDEAaS (In-
teractive Data Exploration As-a-Service), a frame-
work where innovative services are designed to en-
able data exploration. In (Bagozi et al. 2017a) we
discussed the application of the multi-dimensional
model, data summarisation and relevance evalu-
ation techniques to support anomaly detection
in collaborative systems in the context of Cyber-
Physical Systems and Industry 4.0. This paper
extends this research for what concerns the in-
troduction of a model-driven approach based on
the conceptual model. In particular, we discuss
the application of the approach for performance
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comparison across different physical systems, in-
troducing additional contributions with respect
to anomaly detection issues and thus abstracting
the characteristics of big data exploration over
multiple scenarios.

The paper is organized as follows: Section 2
introduces the conceptual model with the help
of a running example; Section 3 describes sum-
marisation and relevance evaluation techniques
engaged to support data exploration; in Section 4
we discuss the model-driven data exploration ap-
proach, taking into account different scenarios in
the Industry 4.0 context; in Section 5 we highlight
cutting-edge features of our approach compared to
state of the art; finally, Section 6 closes the paper
with some final remarks and future work.

2 Conceptual Model
2.1 Running example
To better explain concepts addressed in this pa-
per, we will use the running example introduced
in (Bagozi et al. 2017c). In the example, we
considered an Original Equipment Manufacturer
(OEM) producing multi-spindle machines for vari-
ous industrial sectors: automotive, aviation, water
industry, etc. A multi-spindle machine is a turning
machine that allows multiple tools to cut pieces of
material simultaneously and independently each
other. A picture of the multi-spindle machine is
shown in Figure 1. Each spindle is mounted on
a unit moved by an electrical engine to perform
X, Y, Z movements. The multiple spindles are
carried in a precision rotating drum where raw
material is positioned. The total number of opera-
tions needed to complete a manufacturing cycle
are divided among the number of spindles, so that
a cycle is completed with one full rotation of the
drum. Each spindle is equipped by a cross-slide
and end-slide tool. Tools are selected according to
the instructions specified within the machine Part
Program, that is, a set of instructions executed by
the numerical control of the multi-spindle machine
to manage its operations.

Spindle precision, working performances, min-
imization of tool breaks and machine downtimes

are critical factors. Real time data collected from
the multi-spindle machine concerns the spindle
rotation as impressed by an electrical engine and
its rotation speed as collected by the machine nu-
merical control. For each spindle, we measure
the velocity of the three axes (X, Y and Z) and
the electrical current absorbed by each engine, the
value of rpm (rotations per minute) for the spindle,
the percentage of power absorbed by the spindle
engine (charge coefficient). Hereafter, we will
refer to the measured aspects as features. The aim
of the OEM is to understand if it is possible to use
real time data collected directly from the machine
for monitoring the spindle rolling friction torque
increase and the tool wear. With spindle rolling
friction torque increase we refer to a specific be-
haviour of the spindle shaft that turns hard more
and more due to different possible reasons: lack
of lubrication and bearing wear that may lead to
possible bearing failures. Tool wear monitoring
is referred to possible tool usage optimizations in
order to balance the trade-off between the number
of tools used and the risk of breaking the tool dur-
ing operations, that may lead to long downtimes.
Spindle rolling friction torque increase and tool
wear can be monitored by observing the spindle
power absorption for similar rpm values. If a
greater power absorption is detected, disregarding
the tool that is being used, the spindle rolling
friction torque increase could be identified as the
possible anomaly that increases the energy request
to perform the manufacturing operations. If the
increase in absorbed power is related only to the
usage of a particular tool, this can be recognized
as a symptom of a possible exceeding tool wear.
Therefore, machine components and tools, as well
as time, represent multiple dimensions to perform
data exploration. We will address such dimensions
as first-class citizens of our conceptual model.

2.2 The model in a nutshell
The multi-dimensional model we propose for data
exploration can be represented as an hypercube,
as shown in Figure 2. In figure each node contains
records of measures collected at a given time t1.
Measures are described through a timestamp and
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Figure 1: Multi-spindle machine considered for the running example.

the measured value. These measures are collected
and organized according to several dimensions,
such features/feature spaces and domain-specific-
dimensions, representing hypercube axes.

Features and feature spaces. Measures are as-
sociated to Features, that is, the measured quant-
ities, in turn collected into Feature_Spaces. A
feature space conceptually represents a set of re-
lated features, that are jointly measured to observe
a physical phenomenon. Multiple feature spaces
might be observed, and the observation of a fea-
ture might be useful to monitor more than one
feature space. In the considered running example,
features are the speed over the three axes X, Y and
Z, the electrical current, the value of spindle rpm
and the percentage of absorbed power. The set
composed of spindle power absorption and rpm
features is an example of feature space used to
monitor spindle rolling friction torque increase
and tool wear. They can be observed by monitor-
ing the spindle power absorption.

Domain-specific dimensions. These dimen-
sions group together collected measures according
to "facets", such as the observed machine or the
tool used during manufacturing. Also domain-
specific dimensions can be organized through

hierarchies: tools can be aggregated into tool
types (Tool:Tool_type axis in Figure 2), while
monitored physical components (e.g., spindles)
can be aggregated into the machines they belong
to, in turn organized into plants and enterprises.
Other dimensions might be the part program that
is being executed by the numerical control of the
monitored system and the working mode (G0, fast
movement of the spindle, e.g., to catch the tool,
or G1, slow movement of the spindle during the
manufacturing). Among analysis dimensions, we
always consider time.

In Figure 2 a subset of all possible dimensions
is showed, achieved by slicing over the feature
space fs1 and the part program pp2. For example,
the node identified as "A" contains the records
of measures collected at time t1 for multi-spindle
machine m1 (spindle s3), that is using tool u3,
during working mode G0, considering features
in the feature space fs1, while running the part
program pp2.

Collected measures could be meaningfully com-
pared over domain-specific dimensions: for ex-
ample, it makes sense to compare measures across
different components/machines, for performance
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Figure 2: The multi-dimensional data model for big data exploration.

comparison purposes, or across different tools, in
order to detect anomalies.

Users/operators can move over hypercube nodes
for data exploration. In this work, we also intro-
duce exploration constrains to prevent meaningless
comparisons.
Exploration constraints. There are some char-
acteristics that should remain constant while per-
forming any kind of comparison between meas-
ures. For instance, comparing measures collected
during working mode G0 with those collected dur-
ing working mode G1 makes no sense. The same
considerations hold for the tool type, indeed com-
paring measures collected from a spindle while
using tools of different types doesn’t lead to any
conclusion. These considerations lead to the intro-
duction of the concept of Exploration constraints,

i.e., a set of dimensions, that may be at differ-
ent hierarchical levels, over which comparison
between measures does not make sense. An ex-
ample of exploration constraint is the dimension
Tool at the hierarchical level Tool_type or the
dimension Working_mode. In Figure 2 node "A"
represents measures that should not be compared
to measures represented by node "A*", because
the two nodes are related to measures collected in
a different working mode G0/G1.

2.3 Model definitions
Formal definitions of measures and exploration
dimensions are given in the following.

Definition 1 (Feature) A feature represents a
monitored variable that can be measured. A fea-
ture Fi is described as ⟨nFi, uFi ⟩, where nFi is the
feature name, uFi represents the unit of measure.
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Let’s denote with F = {F1, F2 . . . Fn} the overall
set of features.

Definition 2 (Measure) We define a measure for
the feature Fi as a scalar value Xi(t), expressed
in terms of the unit of measure uFi , taken at the
timestamp t.

Definition 3 (Feature space) We denote with
FS = {FS1, FS2, . . . FSm} the set of feature
spaces, where FSj⊆F. Given a feature space
FSj = {F1, . . . Fh}, we denote with the vector
®Xj(t) a record of measures ⟨X1(t), . . . Xh(t)⟩ for
the features in FSj , synchronized with respect to
the timestamp t. Feature spaces can be monitored
independently each others.

Definition 4 (Domain-specific dimensions)
We denote with D the subset of the multi-
dimensional space created by p domain-specific
dimensions D1, . . .Dp, where D = D1×. . .×Dp.
Dimensions can be organized in hierarchies, at
different levels. We denote with Di

j the i-th level
in the hierarchy of j-th dimension and with di∈Di

a single instance of the dimension Di.

Definition 5 (Exploration constraints) We
define an exploration constraint ECXi as a
tuple (Dj, i), where i is the i-th level in the hier-
archy over the j-th dimension Dj . Comparison
between different measures does not make sense
over dimension Dj at the i-th hierarchical level.
We denote with ECX the set of all possible
exploration constraints {ECXi}.
Definition 6 (Multi-dimensional model) We
describe the multi-dimensional model as a set
V of nodes and a set of exploration constraints
ECX . Each node v∈V is described as

v = ⟨ ®Xj(t), f sj, d1, d2, . . . dp⟩ (1)

where ®Xj(t) represents a record of measures taken
at time t, for the feature space f sj and the val-
ues d1, d2, . . . dp of domain-specific dimensions
D1, . . .Dp, ECX represents the set of explor-
ation constraints defined over the dimensions
D1, . . .Dp.

The conceptual model we defined to capture
information collected from the Cyber-Physical
System is shown in Figure 3 using ER notation. It
reflects the typical structure of multi-dimensional
models, where facts are represented by measures,
as collected from the monitored physical system.
Each feature presents physical limits (bounds), that
should not be violated in order to avoid machine
damages. We distinguish among warning and
error bounds: (b) warnings identify anomalous
conditions that may lead to breakdown or damage
of machines; (c) errors identify unacceptable
conditions in which a machine can not operate.
Besides defining features bounds, we introduced
the notion of context to specify contextual bound-
aries. A contextual bound represents the limit of a
feature within a specific context where the feature
is measured. The rationale is that, in a specific
context (e.g., the working mode, the part program),
when the Cyber-Physical System works normally,
a feature should assume values within a specific
range, that might be different from the overall
physical limits for the same feature. These bounds
are modelled through a relationship with attributes
between the feature and the context entities in the
model as shown in Figure 3.

Exploration constraints are not modelled in the
conceptual model. They are defined as further
meta-data that are used to guide/constrain the
exploration.

3 Data summarisation and relevance
evaluation

The characteristics of big data, namely, volume,
velocity and variety, pose additional issues for
data collection and organization. High volume
calls for techniques and tools to provide a compact
view over the large amount of collected data and
to focus data exploration on relevant data only.
Furthermore, when dealing with real time data,
collected in Cyber-Physical Systems, data streams
must be considered, where not all data are avail-
able since the beginning, but are collected in a fast
and incremental way. To this aim, the conceptual
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Figure 3: Conceptual model for exploration of data collected from Cyber-Physical Systems.

model proposed above is integrated with data sum-
marisation and relevance evaluation techniques.
These techniques have been detailed in (Bagozi
et al. 2017c) and are shortly summarized in the
following. The aim in this paper is to discuss the
application of the conceptual model and relevance
evaluation to different data exploration scenarios
(see Section 4).

3.1 Clustering-based data summarisation
In our approach, data summarisation is based on
clustering-based techniques. Clustering offers a
two-fold advantage: (a) it gives an overall view
over a set of measure records, using a reduced
amount of information; (b) it allows to depict the
behaviour of the system better than single records,

that might be affected by noise and false outliers,
in order to observe a given physical phenomenon.

The clustering algorithm is performed in two
steps: (i) in the first one, a variant of Clustream
algorithm (Aggarwal et al. 2003) is applied, that
incrementally processes incoming data to obtain a
set of syntheses; (ii) in the second step, X-means
algorithm is applied (Pelleg and Moore 2000) in
order to cluster syntheses obtained in the previous
step. X-means algorithm does not require any a-
priori knowledge on the number of output clusters.
Syntheses are defined as follows.

Definition 7 (Synthesis) We define a synthesis
Sj in a feature space f sj as a tuple consisting of
five elements, that is, Sj = ⟨Nj, ®LS j, SSj, ®X0

j , Rj⟩,
where: (i) Nj is the number of records included
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into the synthesis (from ®Xj(t1) to ®Xj(tN ), where
tN = t1 + ∆t); (ii) ®LS j is a vector representing the
linear sum of measures in Sj ; (iii) SSj is a scalar
representing the quadratic sum of points in Sj ;
(iv) ®X0

j is a vector representing the centroid of the
synthesis; (v) Rj is the radius of the synthesis. In
particular:

®LS j =

N j∑
k=1

®Xj(tk) SSj =

N j∑
k=1

®X2
j (tk) (2)

®X0
j =

∑N j

k=1
®Xj(tk)

Nj
(3)

Rj =

√√√∑N j

k=1( ®Xj(tk) − ®X0
j )2

Nj
(4)

The second step aims to cluster syntheses. Clus-
tering is performed to minimize the distance
between syntheses centroids within the same
cluster and to maximize the distance between syn-
theses centroids across different clusters. Clusters
give a balanced view of the observed physical
phenomenon, grouping together syntheses corres-
ponding to the same working status.

Definition 8 (Cluster) A cluster C is defined as
follows: C = ⟨ ®C0,SC⟩, where ®C0 is the cluster
centroid, SC is the set of syntheses belonging to
the cluster. We denote with SC the set of identified
clusters.

An incremental data-stream clustering al-
gorithm has been developed, where the clustering
algorithm is computed incrementally over time.
The minimum granularity of the time dimension
corresponds to the time interval over which cluster-
ing is performed. This means that, considering ∆t
as the time interval on which records of measures
are grouped in syntheses, that in turn are clustered,
every ∆t seconds the clustering algorithm outputs
a new cluster set SC built on top of the previous
sets. ∆t is chosen at configuration time such that
1/∆t is greater than the data acquisition frequency.

Let’s denote with Σ( ®Xj(∆t), f sj, d1, d2, . . . dp) the
set of clusters obtained by applying clustering on
measures collected during time interval ∆t for
dimensions d1∈D1, d2∈D2 . . . dp∈Dp, for mon-
itoring feature space f sj ; ®Xj(∆t) denotes the set
of measures taken at a given time interval ∆t, from
®Xj(t) to ®Xj(t +∆t). We include the output of sum-
marisation procedure into the multi-dimensional
model as follows, starting from Definition 6.

Definition 9 (Cluster-based multi-dim. model)
We define the cluster-based multi-dimensional
model as a set V ′ of nodes and a set of exploration
constraints ECX . Each node v′∈V ′ is described
as

v′ = ⟨Σ( ®Xj(∆t), f sj, d1, d2, . . . dp)⟩ (5)

where Σ(·) represents the application of data sum-
marisation procedure to ®Xj(∆t) for dimensions
d1∈D1, d2∈D2 . . . dp∈Dp, for monitoring fea-
ture space f sj ; ECX represents the set of ex-
ploration constraints defined over the dimensions
D1, . . .Dp.

3.2 Data relevance evaluation
Relevance-based techniques are used to detect
components status over time. In literature, data
relevance is defined as the distance from an expec-
ted status. The point is to define the expected status
and how to compute such a distance. In (Bagozi
et al. 2017c) we defined the expected status as the
set of clusters computed during normal working
conditions for the monitored system, denoted with
ˆSC, and data relevance is based on the notion of

cluster distance between the clusters set SC, that
represents the current behaviour of the monitored
system, and the set ˆSC. In the following, we
will describe how the conceptual model enables
data relevance evaluation in different considered
scenarios.

4 Model-driven data exploration
approach

Data exploration is performed on top of the multi-
dimensional model in order to pursue different
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goals. In particular, in this section we discuss two
possible exploration scenarios:

• exploration for anomaly detection, to promptly
identify anomalies by monitoring and observing
if collected data overtakes or gets closer to fea-
ture or contextual bounds, that represent phys-
ical limits of breakage of the monitored system;
this kind of exploration may be implemented in
a state detection service, and used by OEMs to
prevent downtimes of monitored systems and
by multi-spindle machine owner to plan supply
chain activities;

• exploration for performance comparison, to
compare performances of different monitored
systems, while fixing the other analysis dimen-
sions (e.g., using the same tools, performing the
same manufacturing steps as codified within
the part program); this kind of exploration can
be used by OEMs to monitor a machine fleet
over multiple clients and to offer remote config-
uration and optimization services.

Beyond these options, generic exploration of
collected data is enabled by the multi-dimensional
model. We assume that the user/operator formu-
lates an explicit, albeit vague exploration request,
by instantiating a subset of available dimensions
(e.g., a specific spindle, tool or part program),
and expects the system to suggest some promising
data to explore. Data summarisation techniques
contribute to reduce the complexity of the explora-
tion by providing a compact view over underlying
data. In the following, we will focus on the two
exploration scenarios mentioned above, as generic
exploration has been already described in (Bagozi
et al. 2017c), where traversals inspired by oper-
ators in OLAP systems have been proposed for
browsing data within the multi-dimensional space.
We remark that the list of scenarios we will discuss
here is not exhaustive. Our aim is to show how
the conceptual model’s features can be properly
used to support model-driven data exploration
mechanisms and can be configured for different
scenarios.

4.1 Exploration for anomaly detection

The goal of a state detection service is to detect
anomalies and send alerts concerning the system
status. We consider three different values for the
status: (a) ok, when the system works normally;
(b) warning, when the system works in anomalous
conditions that may lead to breakdown or damage;
(c) error, when the system works in unacceptable
conditions or does not operate. The warning status
is used to perform an early detection of a potential
deviation towards an error state. The migration
of the system status from one value to the others
raises an alert and occurs when one or more
measures exceed a given bound, either a feature
bound or a contextual bound, according to the
conceptual model definitions given in Section 2.
These bounds set the ranges for the three different
values of the status: ok, warning and error.
Feature bounds determine the absolute status of
a feature, while contextual bounds determine the
contextual status of a feature. The system status
(either absolute or contextual) can be propagated
to the whole feature space and along the hierarchy
of monitored physical system, according to the
following propagation rules.

a) Propagation over the feature space. Given
a feature space FSj = {F1, F2, . . . Fh}, the
value of the status associated to FSj , given
the status values for each feature F1, F2, . . . Fh,
is computed as follows:

– ok, if the status of each feature Fi(∀i =
1 . . . h) is ok;

– warning, if the status of at least one feature
Fi(∀i = 1 . . . h) is warning;

– first level error, if the status of at least
one feature Fi(∀i = 1 . . . h) is error;

– second level error, if the status of each
feature Fi(∀i = 1 . . . h) is error.

b) Propagation along the hierarchy of the mon-
itored physical system. The value of a feature
status for a spindle is propagated to the highest
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level of the hierarchy (machine, plant, enter-
prise) as follows: the status of the machine
is

– ok, if the status for all its spindles is ok;
– warning, if the status of at least one spindle

is warning;
– first level error, if the status of at least

one spindle is error;
– second level error, if the status of all

its spindles is error.

The same applies for the status of the plant
(resp., enterprise), computed starting from the
status of its machines (resp., plants).

Relevance-based anomaly detection. For an-
omaly detection, the expected status is identi-
fied through the set ˆSC = {Ĉ1, Ĉ2, . . . Ĉn} of
clusters computed during normal working con-
ditions. Relevant data are recognized when their
clusters set differs from ˆSC. Let’s denote with
SC = {C1,C2, . . . ,Cm} the current clusters set,
where n and m do not necessarily coincide. We
evaluate the distance between SC and ˆSC by ag-
gregating distances between each cluster belong-
ing to SC and the closest cluster belonging to ˆSC
and vice-versa, for symmetry purposes. Formally,
the distance is computed as:

∆(SC, ˆSC) =
∑m

i=1 d(Ci, ˆSC) +∑n
j=1 d(SC, Ĉj)

m + n
(6)

where d(Ci, ˆSC) = minj=1,...ndc(Ci, Ĉj) and
d(SC, Ĉj) = mini=1,...mdc(Ci, Ĉj) is the distance
between clusters. To compute the distance
between two clusters dc(Ci, Ĉj), we combined
different factors: (i) the distance between clusters
centroids d ®C0

(Ci, Ĉj), to verify if Ci translates
with respect to Ĉj ; (ii) the intra-cluster distance
dintra
c (Ci, Ĉj), to verify if there has been an ex-

pansion or a contraction of cluster Ci with respect
to Ĉj ; (iii) the difference in number of syntheses
contained in Ci and Ĉj , denoted with dN (Ci, Ĉj).
The overall value of dc(Ci, Ĉj) is given by:

dc(Ci, Ĉj) = α·d ®C0
(Ci, Ĉj) (7)

+β·dintra
c (Ci, Ĉj)
+γ·dN (Ci, Ĉj)

where α, β and γ∈[0, 1] are weights such that
α+ β+γ = 1, used to balance the impact of terms
in Equation (7). To set the optimal weights, a
grid procedure can be performed over α and β

(γ is set with 1 − α − β), with the value of each
weight varying from 0 to 1. In our preliminary
experiments, presented in (Bagozi et al. 2017c),
we put α = β = γ = 1

3 .
In particular, d ®C0

(Ci, Ĉj) is computed by apply-
ing the Euclidean distance (D0) between clusters
centroids, according to the following formula:

D0 =
√
( ®Ci

0 − ®̂C j
0)2 (8)

where ®Ci
0 and ®̂C j

0 are centroids of Ci and Ĉj , re-
spectively. The computation of intra-cluster dis-
tance dintra

c (Ci, Ĉj), performed on the sets of syn-
theses of Ci and Ĉj , is similar to the computation
of ∆(SC, ˆSC) in Equation (6), that is:

dintra
c (Ci, Ĉj) =

∑n1
k=1 ds(Sk, Ĉj) +

∑n2
h=1 ds(Ci, Sh)

n1 + n2
(9)

where Sk∈SCi , Sh∈SĈ j
, |SCi | = n1, |SĈ j

| =
n2, ds(Sk, Ĉj) = minh=1,...n2 ds(Sk, Sh) and
ds(Ci, Sh) = mink=1,...n1 ds(Sk, Sh). Term
ds(Sk, Sh) represents the average inter-syntheses
distance (D1):

D1 =

√∑N1
i=1

∑N1+N2
j=N1+1( ®X(ti) − ®X(tj))2

N1N2
(10)

where N1 and N2 are the number of records in Sk
and Sh, respectively.
The proposed relevance techniques enable to de-
tect over time clusters movements, clusters con-
traction/expansion, changes in the number of
clusters. Figures 4(a) and (b) show examples
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Figure 4: Illustration of clusters sets changing over time for anomaly detection: (a) clusters movements; (b) clusters
expansion. Clusters set ˆSC is generated at time tn at normal working conditions and consists of clusters Ĉ1 and Ĉ2.

of clusters changes for the anomaly detection pur-
pose: changes in clusters set over time is detected
due to spindle rolling friction torque increase,
causing a decrease of rpm and an increase of the
percentage of absorbed power. This exploration
scenario is applied by fixing all the dimensions
and observing evolution over time of measures
within the feature space. In particular, the rel-
evance techniques allow to identify what are the

clusters that changed over time. Let’s denote
with {Ci} the set of such clusters. Data that is
summarized in the clusters {Ci} is considered as
relevant and, for each cluster in {Ci}, the distance
of cluster centroid from the warning and error
bounds is computed. If this distance is equal or
lower than the cluster radius, this means that a
warning or error status has to be detected. Note
that distance also helps to detect potential state
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changes. Consider for example Figure 4(a), that
shows an example of clusters evolution over time
for the smart factory case study. The figure shows
how the cluster C1 doesn’t changed its position, as
well as its size, from time tn to tn+3. On the other
hand, cluster C2 evolves from the wealth zone to
the warning and error zones. At time tn+2 cluster
C ′′

2 crosses the warning bound of rpm feature
causing a warning alert, at time tn+3 cluster C ′′′

2
moves into the error zone, crossing error bounds
of both the considered features. At time tn+1
cluster C ′

2 still remains inside the wealth zone,
however relevance techniques detected its change.
Therefore cluster C ′

2 is recognised as relevant and
monitored to detect warning or error state changes.
This allows for better performance of the anomaly
detection algorithm, that focuses only on potential
state changes.

4.2 Exploration for performance
comparison

The goal of this kind of exploration is to compare
different machines in order to identify changes in
working conditions. Therefore, this exploration
scenario is applied by comparing clusters sets
over the monitored system dimension and fixing
all the other domain-specific dimensions. Let’s
consider the situation depicted in Figure 5. In the
figure, two machines are compared considering
how the clusters sets distance between two spindles
evolves over time. At time t1 the two spindles
present a clusters sets distance equal to d1. This
distance is usually different from 0 since the two
spindles work in different environments and the
likelihood of having exactly the same measures for
considered features over the compared physical
systems is very low. We refer to distance d1 as
baseline distance, occurring when all the spindles
are working in normal conditions. The baseline
distance can be computed as follows:

∆baseline(M1,M2) = ∆( ˆSC1, ˆSC2) (11)

whereM1 andM2 are the two considered spindles,
ˆSC1 (resp., ˆSC2) is the clusters set obtained for

spindle M1 (resp., M2) during normal working
conditions.

At time tn+1 the two spindles present a distance
d2 = d1. This means that the relative distance in
terms of clusters sets between the two spindles
is not changed. We remark here that, as shown
in Figure 5, the condition d2 = d1 holds also if
the two spindles changed their behaviours, and
their respective clusters sets evolved accordingly.
On the other hand, at time tn+2 the distance d3
is changed compared to d1 and d2, meaning that
the two spindles started behaving differently each
other. The metric of relevance, in this case, aims
at highlighting the difference between di and the
baseline distance, denoted as ∆tn+2(M1,M2) and
computed as follows:

∆(SC1, SC2) − ∆baseline(M1,M2) (12)

where SC1 (resp., SC2) is the clusters set obtained
at time tn+2 for spindle M1 (resp., M2). These
considerations raise some additional questions,
namely: (a) what about if we consider more than
two spindles? (b) what about if we are observing
two spindles whose behaviour evolves accord-
ingly (case d2) towards anomalous conditions? (c)
what are the conditions under which we can also
identify what are the spindles whose performances
decreased compared to the other one? For what
concerns the latter question, consider the case d3:
what is the spindle with decreased performances
among the two observed ones?

To solve the first question, we provide
an extension of Equations (11) and (12):
∆baseline(Mi,M j) and ∆tk (Mi,M j) are com-
puted for each pair Mi and M j of compared
spindles and the average values are considered.

The second question can be answered by com-
bining together different exploration scenarios: in
case of distance d2 = d1, exploration for anom-
aly detection applied on one of the considered
spindles might help to identify the case in which
all spindles changed their behaviour accordingly.
Finally, for what concerns the third question, the
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Figure 5: Illustration of clusters sets changing over time for performance comparison. Ĉi_M j represents a cluster for
spindle M j while working in normal conditions ( j = 1, 2).

identification of the spindle with decreased per-
formances with respect to the other ones can be
detected by applying anomaly detection on each
spindle or, if we are considering more than two
spindles, according to the "two out of the three"
logics: the target spindle will present a distance
from the other ones that is greater than the same
computation made for all the spindles. In case of
two spindles, the third question can be answered
only by applying exploration for anomaly detec-
tion for all the considered spindles.

4.3 Discussion
Our work proposes a conceptual modelling ap-
proach to allow flexible big data exploration in
Cyber-Physical Systems, specifically to enable de-
tection of unexpected situations. We investigated
the potential benefits of conceptual modelling to
foster exploration scenarios that pursue different
goals. In particular, we considered two scenarios

in the Industry 4.0 context: exploration for an-
omaly detection, to promptly identify anomalies
on the monitored Cyber-Physical System, and
exploration for performance comparison across
different Cyber-Physical Systems. Our examples
show how conceptual modelling reveals to be use-
ful in abstracting from specific characteristics of
each scenario:

• it enables to specify the desired exploration
dimensions (e.g., features/feature space, or
domain-specific dimensions as spindles, tools,
etc.) thanks to the multi-dimensional paradigm;
for example, exploration for anomaly detection
is applied by observing over time the evolution
of measures collected on monitored features and
fixing all the other dimensions; while explora-
tion for performance comparison is applied by
comparing clusters sets across different mon-
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itored systems and fixing all the other domain-
specific dimensions;

• it is used to adapt the relevance techniques to the
different cases, starting from an expected status
and using the clusters sets distance analysis
to identify changes: for example, in the case
of exploration for anomaly detection, clusters
sets distance analysis is based on the distance
with respect to the clusters set ˆSC, generated
at normal working conditions of the monitored
system; in the exploration for performance com-
parison, clusters sets distance analysis is based
on a baseline distance, obtained by considering
normal working conditions of all the compared
physical systems.

The abstraction enabled by conceptual model-
ling suggests the feasibility to provide a model-
driven framework, where models and techniques
can be adapted to different domains, beyond the
Industry 4.0 one considered here.

5 Related Work

In this section we analyse some approaches that
have been focused on data exploration and ex-
ploratory computing research fields, investigating
the potential use of conceptual modelling to meet
their goals. This comparison is summarized in
Table 1.

The approach presented in (Kamat et al. 2014)
deals with structured, multi-dimensional OLAP
data, incrementally collected and organized in a
cube structure, where axes correspond to facets to
guide the exploration. The faceted cube explora-
tion model is used to bound the space of possible
queries. Data sampling techniques are applied
to guess the next choices the user will likely to
perform, thus reducing response times.

The approach presented in (Kalinin et al. 2014)
treats multi-dimensional data, but it does not
provide a conceptual modelling approach for ex-
ploration. The approach enables range queries
(explicitly formulated by the user) on features, that
must have a sortable numeric data type. Queries
identify partially overlapping windows, shown to

the user according to a cost-benefit criterion, that
depends on the efforts required to collect data
shown in the windows.

Also the approach in (Dimitriadou et al. 2016)
handles multi-dimensional data already available
for data exploration, but it does not provide a
reference conceptual framework apt to be applied
to different scenarios. The data shown to the
user is fetched from the DBMS using sampling
techniques. This approach builds clusters of ob-
jects using data mining techniques (k-means) and
applies a classifier to infer data relevance.

The approach presented in (Costa et al. 2017)
relies on multi-dimensional data incrementally
collected. Moreover, a loss-less compression
algorithm is used in order to minimise space con-
sumption. In order to retrieve interesting events,
authors exploit an occurrence frequency threshold:
values whose frequency is below such threshold
are properly highlighted.

Other approaches use multi-dimensional model
to organize data, thus demonstrating the effective-
ness of this kind of model to enable data explor-
ation. Some of them also use summarisation/ap-
proximation techniques, to provide compact views
over data and relevance evaluation techniques in
order to guide exploration. The main contribution
of our work compared to them mainly resides on
the abstraction we performed in order to adapt
the model and techniques to different scenarios.
Existing approaches either do not mention any
specific application scenario (making the proposal
difficult to apply in a specific context such as the
one of Cyber-Physical Systems) or are focused
on very specific problems such as anomaly de-
tection (Huber et al. 2016; Moghaddass and Zuo
2014; Stojanovic et al. 2016; Wang and Agrawal
2011). For what concerns anomaly detection ap-
proaches, the investigation of multi-dimensional
modelling with summarisation and relevance eval-
uation techniques is limited. We refer to (Bagozi et
al. 2017a) for a survey on this kind of approaches.

6 Concluding remarks
In this paper we discussed the application of con-
ceptual modelling to provide a high level big data
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IDEAaS [Kamat et al. 2014] [Kalinin et al. 2014] [Dimitriadou et al. 2016]

Multi-dimensional model ✓ ✓ ✓ ✓

Multi-dimensional

model construction
✓ ✓

Summarisation techniques ✓ ✓

Approximation techniques ✓ ✓ ✓

Relevance techniques ✓ ✓

IDEAaS [Costa et al. 2017] [Stojanovic et al. 2016] [Wang and Agrawal 2011]

Multi-dimensional model ✓ ✓ ✓

Multi-dimensional

model construction
✓ (✓)

Summarisation techniques ✓ ✓ ✓

Approximation techniques ✓

Relevance techniques ✓ ✓

IDEAaS [Huber et al. 2016] [Moghaddass and Zuo 2014]

Multi-dimensional model ✓ ✓

Multi-dimensional

model construction
✓

Summarisation techniques ✓ ✓

Approximation techniques

Relevance techniques ✓

Table 1: Overview of approaches on (big) data exploration.

representation and enabling model-driven data
exploration. In particular, we exploited the ability
of conceptual modelling to abstract data represent-
ation from implementation details and to focus on
data semantics, by considering multiple explora-
tion scenarios for monitoring Cyber-Physical Sys-
tems. We proposed a data representation model
structured over a set of dimensions, hierarchically
modelled. The resulting multi-dimensional model
has been further enriched with data summarisa-
tion techniques, to provide a compact view over
large amount of data and therefore managing data
complexity in terms of volume and acquisition

speed (velocity). Given the conceptual model, we
defined a model-driven data exploration approach,
that relies on data relevance techniques, aimed
to focus the attention of the operators on relev-
ant data only and to guide multiple exploration
strategies according to different objectives. We
also introduced exploration constraints to prevent
useless comparison between collected data.

Further research will be performed in order to
expand the set of analysis dimensions, in order to
properly correlate data collected from CPS with
high level aspects, concerning product and process
quality, energy consumption and manufacturing
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sustainability. The research can fruitfully exploit
the flexibility of the proposed conceptual model.
Additional scenarios will be also considered, and a
model-driven tool to support configuration and set
up of new scenarios will be investigated. Finally,
future work will also be focused on analysing
data visualization techniques, already addressed in
approaches like (Kruiger et al. 2017) and (Saket et
al. 2017), and developing a proper GUI specifically
meant for big data exploration.
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Using Metamodelling Building Blocks with ADOxx
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Abstract. This paper introduces Industrial Business Process Management (IBPM) as a novel research
direction for information science (IS) based on the European Commission’s project GO0D MAN. The project’s
aim is to establish a knowledge-based, ICT-supported approach for IBPM using system’s engineering and
optimization techniques realized by hybrid conceptual modelling methods. The contribution of this paper is
a novel procedural framework that guides the design and development of such hybrid modelling methods.
The framework comprises three abstraction levels: a) abstract metamodel building blocks – to define the
abstract modelling language constructs and model processing capabilities required for domain aspects (e.g.,
in manufacturing: multi-stage, material, information and control flows); b) model & functional building
blocks - as concrete modelling structures and analytical functionalities processing the models; and c)
execution building blocks - a corresponding modelling and model processing environment implementation
to support the modeller during the application. Composition and injection mechanisms on abstract building
blocks enable efficient realization of concrete modelling and model processing capabilities by re-using
and/or extending existing artefacts. Evaluation is performed by using the metamodelling platform ADOxx
for a proof-of-concept implementation of a multi-stage manufacturing process simulation environment.

Keywords. Business Process Management • Simulation • Analysis • Industrial Case • Metamodelling •
Method Engineering

1 Introduction

Management of industrial manufacturing environ-
ment systems has seen a continuous adaptation
and change in the past years as a result of the
ongoing evolution in the context of the 4th indus-
trial revolution coined Industry 4.0. Advanced

* Corresponding author.
E-mail. wilfrid.utz@univie.ac.at
The Agent Oriented Zero Defect Multi-Stage Manufacturing
(GO0D MAN) project under the coordination of Dr. Cristina
Cristalli has received funding from the European Commission
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Innovation Horizon 2020 (2014 - 2020) within the FoF –
Technologies for Factories of the Future initiative. Contract
no. H2020-FOF-03-2016-723764. The authors thank the
GO0D MAN partners for their valuable input during the
preparation of this paper.

manufacturing processes, flexible information and
communication technologies, and involvement of
knowledge workers require for modelling, simu-
lation and forecasting techniques as enablers to
contribute to the challenges of the manufactur-
ing industry in the future (European Commission
2013). This paper presents an integrated, tool-
supported, knowledge management system that
enables the modelling, simulation and analysis of
manufacturing systems by utilizing a conceptual
modelling method, as defined in (Karagiannis et al.
2016b), enriched with a multi-stage simulation
capability. The herewith created conceptual mod-
els convert tacit to explicit knowledge and enable
knowledge processing (cf. (Cairó Battistutti and
Bork 2017)).
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The starting point relates to the observation
that Business Process Management (BPM) is per-
ceived as a commodity today. After an evolution
from re-engineering and optimization considera-
tions in the 1980s and standardization initiatives
thereafter, BPM has now reached the level of
an established, industry-independent management
standard (Karagiannis and Woitsch 2015). As
discussed in Utz and Lee (2017), development
efforts along this evolution resulted in a plethora
of different process management methods and
notations, with BPMN 2.0 (Object Management
Group 2011) as the most prominent and widely
accepted notation. The standard claims to be
an industry-domain independent notation that is
understandable by business and technical users
alike, therefore bridging the gap of understand-
ing between these two worlds. Looking at past
research work and application in the domain, two
observations are applicable to the above statement.

Firstly, BPMN 2.0, as the name suggests, is
a notation, hence neither provides or prescribes
analytical processing techniques nor application
procedures. The value of the notation in its stand-
ard representation lies within the functional capab-
ility; models can be transformed from a graphical
representation to an executable format in workflow
engines. The value of the model is limited to exe-
cution and implementation support; verification
and validation mechanisms as well as governance
and management capabilities are limited and only
available through appropriate interpretation and/or
mappings during implementation. Rausch et al.
(2011) showcase the required transformation on
tool level to provide model-value functionality
and governance/management structures.

Secondly, the expressiveness of BPMN 2.0
is limited and does not cover all aspects of the
manufacturing domain. Work presented by Zor et
al. (2011) provides evidence for this observation:
either additional elements need to be specified or
mappings/interpretations are required to capture
the specifics of a production process.

The following chapters aim to overcome these
limitations by introducing a hybrid composition
of modelling techniques derived from specific

sub-domains in the manufacturing field while
using a common meta-modelling platform as an
invariant. Modelling languages and algorithms
for simulation and analysis, summarized as model
processing techniques, are realized on abstract
level. This enables their application and usage on
concrete syntax level of the model structure. The
concrete level elements are custom and relate to the
type of the manufacturing system and organization-
specific requirements. The simulations do not
only show how the manufacturing systems should
work, but also serve as a means to elicit system
requirements (Kaschek et al. 2008). Consequently,
the contribution of this research is a procedural
framework that guides the design and development
of hybrid composed modelling methods. The
framework establishes abstract building blocks
as the primary artefact steering the design and
development.

The remainder of this paper is structured as
follows: Section 2 provides details on the idea of
Industrial Business Process Management and a re-
view of related work in the area of metamodelling
and model processing techniques. Requirements
derived from the Agent Oriented Zero Defect
Multi-Stage Manufacturing (GO0D MAN) pro-
ject are presented in Section 3. The core contri-
bution of this paper follows in Section 4, where
a procedural framework based on metamodelling
building blocks is introduced, comprising a proof-
of-concept implementation using the ADOxx
metamodelling platform (ADOxx.org 2018). Fi-
nally, concluding remarks point to further research
directions in Section 5.

2 Industrial Business Process
Management

The framework presented in this paper is intro-
duced in the context of, and evaluated against the
requirements from Industrial Business Process
Management (IBPM). Looking at literature from
research, the term as such has not been defined
yet concretely. Therefore, we propose to position
it based on a review of past work and on observa-
tions of running research and innovation projects
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Figure 1: Industrial Engineering Domains (based on (Davenport, Short et al. 1990) and (Maynard and Zandin 2001))

in the domain. These projects are focused on the
management of industrial manufacturing systems.

A prominent definition from the past contrib-
utes to the argumentation in this paper. Davenport,
Short et al. (1990) characterize industrial engin-
eering as a combination of “business process re-
design with information technologies capabilities”.
The finding in their publication is that “industrial
engineers have never fully exploited” the relation-
ships and capabilities of IT. This statement is re-
garded as being still valid - even stronger nowadays
as the evolution in IT is progressing at a rapid pace.
Publications related to bridging the well-known
business and IT-alignment gap (Hinkelmann et al.
2016; Hrgovcic et al. 2011; Woitsch et al. 2009)
underpin the importance of research in this field.

Figure 1 combines the interactions between
business and IT with the disciplines in the domain
of industrial engineering. The idea of Industrial
Business Process Management builds on the find-
ings that no single, general purpose approach is
applicable in such a complex domain. Rather,
a hybrid composition of different techniques is
required. In the following, first steps towards
solving this deficit are proposed by focussing on
the support for the design and analysis of complex
industrial systems. Industrial engineers shall use

an appropriate model-based approach, by utiliz-
ing a supporting modelling and model processing
environment (Sandkuhl et al. 2018).

3 Multi-Stage Zero-Defect Manufacturing
in GO0D MAN

The work performed in the context of the Agent
Oriented Zero Defect Multi-Stage Manufacturing
(GO0D MAN) project1 defines an application case
for Industrial Business Process Management. As
an innovation action funded by the European Com-
mission’s Horizon 2020 Factories of the Future
program, the core idea of GO0D MAN is to integ-
rate and combine process and quality control for
a multi-stage manufacturing production (Kimura
and Terada 1981).

The collaborative project consists of nine part-
ners from four European countries with different
competences and experiences: Industrial end-
users from the automotive and white ware produc-
tion industry provide the industrial requirements
for the project and perform the demonstration
and evaluation in multi-stage production lines
with different levels of automation and production
rate. Industrial technology experts in the field
of advanced IT solutions (big-data and analytics,

1 GO0D MAN project page [online]: http://www.
go0dman-project.eu/, accessed on January 10, 2018
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Figure 2: GO0D MAN Conceptual Architecture (adapted from (GO0D MAN Project 2017c))

metamodelling and modelling, and automatic sys-
tems on quality control) define and develop the
software system as depicted in the conceptual ar-
chitecture described in Section 3.1 and visualized
in Figure 2. The project started on October 2016
and will run for 36 months with a budget of 5
million euro.

3.1 Conceptual Architecture
The core idea of GO0D MAN is to integrate and
combine process and quality control for multi-
stage manufacturing production processes into a
distributed system architecture built as an agent-
based Cyber-Physical Systems (CPS), utilizing
smart inspection tools and cloud computing (see

Figure 2). Agent technologies, associated to each
production stage and product, provide real-time
data and defect diagnosis on stage level, inter-stage
level, and on global level. All data is stored locally
to enable anomaly detection on the edge, and glob-
ally to provide complex data processing. The data
processing extracts the knowledge and provides
it to the Zero Defect Manufacturing Knowledge
Management layer.

The Zero Defect Manufacturing (ZDM)
strategies as knowledge rules operate on local -
directly at the stage - as well as on global system
level. Here is where e.g., complex and complic-
ated event process analytics and global anomaly
detection is performed. The conceptual models
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act as a formalized knowledge base that also
contributes, intertwined with the sensor data from
the shop floor, toward the identification of defects
prior to their occurrence. The utilization of
formalized conceptual modelling methods acts as
a facilitator by enabling machine processing of the
knowledge (Bork and Fill 2014). The ZDM-KM
is moreover comprised by an individual learning
module that enables an evolutionary learning of
past events and the calculation of future events
(i.e., defects) at certain stages of the production
by inferring live sensor and process data with the
existing knowledge base. The specification of the
system as a whole is available in (GO0D MAN
Project 2017a), further refined as decision rules
and strategies in (GO0D MAN Project 2017b).

3.2 Simulation of Multi-Stage Production
Processes

From a knowledge management and continuous
improvement perspective, one objective of the
project is to provide an environment for industrial
business process management as defined above
that enables the analysis and evaluation of hybrid
production designs. Hybrid production processes
in this case are understood as flexible, loose-
coupled combinations of models with domain-
specific views and concepts. These views include
elements such as a distinction of material flows, in-
formation flows, quality data streams, and monitor-
ing techniques, production stages and stations. As
detailed in (Utz and Lee 2017), using BPMN 2.0 in
such cases has several limitations and drawbacks:
the notation lacks domain-specific elements to
express different types of flows (i.e., information,
material, machine, quality) and quantify them;
and, staging logic is missing including specific
attributes (e.g., distance, layout, buffer sizes) to
emulate the effectiveness of the scheduling.

To overcome these limitations and provide sim-
ulation support on the multiple levels of design,
the following requirements have been identified:

Business Process Modelling & Simulation:
The environment should enable the industrial

engineer to model and analyse business pro-
cesses using the BPMN 2.0 notation. BPMN 2.0
should be applicable for any high-level process
design and analysis e.g., interaction with sup-
pliers and consumers, sourcing processes, and
management system design.

Block Diagrams Modelling & Simulation:
The detailed production processes should be
modelled and analysed using a Block Diagram
notation. This notation supports the definition
of stages, different flow types, and composition
of stations into stages. Thus, employing a
higher level of detail and granularity compared
to the BPMN 2.0 notation.

Multi-Stage Path Analysis Simulation: Based
on discrete event simulation algorithms that
enable the analysis of the dynamic behaviour of
a system, a path analysis algorithm should be
selected that can operate on different concrete
implementations of the metamodel and provide
results for quantitative facets (times, costs), and
paths through multi-stage processes as traces.

4 Applying Metamodelling Building
Blocks in GO0D MAN

In the paper at hand, the framework to realize
these requirements is presented, that centres on
building blocks. These building blocks are es-
tablished on three abstraction levels: Approach,
Concept, and Implementation (see Figure 3). The
three abstraction levels comprise a procedural
framework towards the design and development
of hybrid modelling and model processing envir-
onments. The building blocks enable re-use for an
arbitrary number of hybrid methods. Application
of the framework is discussed in the context of
the GO0D MAN project with the requirements as
specified in Section 3.

4.1 Approach
On the approach level, abstract metamodel
building blocks are introduced. Each building
block on this level couples model constructs with
model processing and a description in accord-
ance with the Generic Metamodelling Framework
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Figure 3: Metamodelling-based Building Block Framework (Utz 2018)

defined by Karagiannis and Kühn (2002). Each ab-
stract metamodel building block consists of model
constructs as the notation/syntax and semantics
of the modelling language; the description that
utilizes the identification and integration of mul-
tiple building blocks by means of establishing a
modelling procedure; and processing capabilities
supporting the modelling procedure and increas-
ing the value of models. This enables the config-
uration of building blocks for analysis, simulation,
and validation/verification algorithms by instanti-
ation of the behaviour on concrete models (being
instances of the building blocks on abstract level).
Abstract metamodel building blocks comprise the
following aspects:

a Constructs: the hierarchy, attributes and prop-
erties required for processing are defined on
an abstract level. The selection of an abstract
block defines the operational semantics of the
modelling techniques to be realized.

b Processing: the specification of model pro-
cessing capabilities, e.g., analysis, simulation
and evaluation. The specification stays on an
abstract level, utilizing the abstract constructs.

c Description: the description of the abstract
metamodel building block that enables the iden-
tification and integration of it in more complex
scenarios that span multiple building blocks.

An example for abstract metamodel build-
ing blocks is discussed in the following. Fig-
ure 4 shows the conceptual architecture and how
modelling and model processing functionality is
provided to the end-user on a role-based level.
The common level to derive functionality from is
the metamodelling platform and its generic cap-
abilities. It is assumed that these functionalities
are common for any kind of implementation and
can be used out-of-the-box for implementation.

On top of this layer, the abstract metamodel
building blocks are realized. These blocks consist
of the model processing techniques and the cor-
responding metamodel constructs. An example
for such an abstract block in Industrial Business
Process Management at GO0D MAN relates to dis-
crete event simulation techniques, used to assess
process designs using quantitative facets dynamic-
ally, such as cycle times, determining bottle-necks
in the design, and resource consumption. The re-
lated algorithms operate on model constructs that
define abstract flow elements (such as activities
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Figure 4: Using Abstract Metamodel Building Blocks to Design Modelling and Model Processing Environments

and tasks), logical control elements (such as start
events, end events, exclusive/non-exclusive gate-
ways), substantiated with quantitative information
such as times and costs. The model constructs can
be connected using an abstract logic flow relation
including cardinality rules for verification (e.g.,
number of incoming and outgoing relations for
the abstract elements).

4.2 Concept
The abstract metamodel building blocks intro-
duced in Section 4.1 are instantiated in the second
step of the procedural framework, the Concept
abstraction level, into model & functional build-
ing blocks. It is here, where multiple building
blocks are combined to realize hybrid modelling
and model processing environments, addressing
specific requirements of the domain. ’Model &
functional building blocks’ comprise:

a Structure: the concrete constructs necessary to
build an adequate model structure, necessary to
create appropriate abstractions of the domain
(i. e., models). Existing abstract constructs of
multiple metamodel building blocks can be
instantiated to realize the necessary concrete
structure.

b Algorithm: the modelling procedure by means
of orchestrating the model processing function-
ality provided by multiple metamodel building
blocks. Here is, where the abstract processing
capability of metamodel building blocks is ap-
plied on concrete constructs.

c Publishing: making the model & functional
building blocks available for their later utiliza-
tion in the implementation step.
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Figure 5: Building Blocks for Graph-based Simulation of Multi-Stage Production Processes

On concept level, the abstract metamodel build-
ing blocks are instantiated, hereby providing con-
crete, domain-specific modelling constructs to be
used by the designer. In contrast to starting from
scratch, the method engineer and modelling tool
developer decide on the abstract structure to derive
a concrete implementation from, and identify and
implement the concrete model constructs. Model
processing capabilities are inherited from the ab-
stract implementation and are directly available. It
is assumed that such an approach will allow for an
efficient implementation, supporting the personal-
ization and customization of platform capabilities
and functionality for specific domains. This en-
ables an agile evolution of modelling methods
according to (Karagiannis 2015, 2016) without

re-implementing functionalities for each update
cycle from scratch.

The proposed metamodels and mechanisms/al-
gorithms to support the multi-stage simulation of
production processes are graphically visualized in
Figure 5 as class diagrams linked to a pseudo code
specification of the simulation algorithm. Figure 5
shows how the structure provided in the abstract
building block is used by the algorithm.

As the selected path analysis algorithm is gen-
eric, it can be applied to any kind of directed graph
structure, represented with enriched semantics.
The generic realization of the simulation algorithm
is visualized by the blue horizontal dashed arrows
from the discrete event processing specification to
the dynamic constructs in Figure 5. Consequently,
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all concrete metamodels derived from this abstract
structure are also capable of being simulated. This
is visualized in Figure 5 by the orange vertical
dashed relationships between the block diagram
metamodel, the BPMN 2.0 metamodel and the
dynamic structure of the abstract building block.

4.3 Proof-Of-Concept Implementation
The ’model & functional building blocks’ intro-
duced in Section 4.2 are realized in the third step
of the procedural framework, the Implementa-
tion abstraction level, into microservice and/or
webservice building blocks that constitute the
modelling and model processing environment.

The ADOxx metamodelling platform (AD-
Oxx.org 2018; Efendioglu et al. 2016; Fill and
Karagiannis 2013) has been used for the realization
of the proof-of-concept. ADOxx uses metamod-
elling concepts and technologies. It enables the
abstract metamodel definition and simulation al-
gorithm and provides a set of platform features
out-of-the box without any further implementa-
tion need. As an implementation technique, the
available extension framework for micro-services
has been used.

ADOxx realizes a technical implementation
of the metamodel building blocks and fragments
that can be dynamically injected into the platform,
using a declarative JSON syntax for the structural
elements, JavaScript for UI elements, and JavaS-
cript/Java for server side functionality implement-
ation. In this regard, ADOxx acts as an extension
and deployment platform. ADOxx supports the ef-
ficient composition of hybrid modelling methods
by re-using/extending existing implementations.
More details on how to combine metamodel frag-
ments can be found in (Živković and Karagiannis
2015). The ’model & functional building blocks’
specified in Section 4.2 have been implemented
on ADOxx and are provided by means of three
micro-services:

1. an abstract metamodel building block consist-
ing of the model structure and the analysis
algorithm including result visualisation and
mapping;

2. a concrete metamodel building block for Block
Diagrams, defining the concrete syntax and
notation of the elements used, the diagram
container and the user interface elements to
trigger the algorithm, and

3. a concrete metamodel building block for
BPMN 2.0 in a simplified version, focussing on
the core elements, their notation and similar as
for 2) the user interaction elements to trigger
the simulation algorithm.

The ADOxx micro-services 2) and 3) depend on
the abstract implementation in 1). After injection
and publishing, the industrial engineer can use the
constructs to design the models and trigger the
algorithms to evaluate and analyse the models.

Figure 6 shows the user interface of the resulting
modelling and model processing environment for
multi-stage simulation of industrial business pro-
cesses. Both concrete metamodels can be used in
parallel to define the models, e.g., of a multi-stage
oven manufacturing process, and run path analysis
algorithms. The figure shows a sample BPMN 2.0
model (top left corner), a sample Block Diagram
model (bottom left corner), both for the oven case,
and a results window shown after execution of the
multi-stage path analysis simulation algorithm (on
the right). The generic structure of the building
blocks in general, and the simulation algorithm
in particular, allow for adaptations and reuse in
heterogeneous domains by different modelling
languages.

5 Conclusion
Based on related works and requirements from
industrial research projects, this paper proposed a
procedural framework that specifically addresses
the requirements of the industrial domain - a hy-
brid modelling and model processing method. The
article showed how this framework can be used to
design and develop a modelling and model pro-
cessing environment based on abstract metamod-
elling building blocks. Using a multi-stage oven
manufacturing example, the utility of the frame-
work has been shown for Industrial Business Pro-
cess Management (IBPM).
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Figure 6: Graph-based Simulation of Multi-Stage Production Processes with the ADOxx-based Prototype

As a proof of concept, the metamodelling build-
ing blocks have been implemented on the ADOxx
platform. Besides the model editor, the tool comes
also with a generic implementation of a multi-
stage business process path simulation algorithm
that can be applied to any concrete graph-based
modelling language. The whole implementation
relies on abstract metamodelling building blocks
that enable efficient adaptation and injection in
other hybrid methods. A consideration for ab-
stract metamodelling building blocks framework
relates to their composition according to the re-
quirements of the modelling procedure through
cross-referencing concrete level implementations
and aligning input/output relations along the line.

The article at hand aims to stress the import-
ance of conducting further research in order to
empower the industry to overcome the challenges
raised by e. g., the digital transformation, enter-
prise ecosystems, and Industry 4.0. One modelling
language and standard modelling languages are
not suitable of capturing all upcoming require-
ments (cf. Pittl and Bork (2017)). It is therefore

necessary to think about efficient ways of re-using
existing functionality and constructs, and ways
of combining them, that copes with the increas-
ing complexity of today’s industrial world. This
paper proposes abstract metamodelling building
blocks as one possible solution for the design and
development of hybrid modelling methods and
supporting environments.

In our future research, we intend to apply the
presented proof-of-concept implementation in the
context of the project in order to gain feedback
on the maturity of our domain-specific elevation
of the industry-independent standard BPMN 2.0
towards a hybrid modelling method that covers
the requirements of industrial manufacturing pro-
cesses management. This combination of multiple
modelling languages also comes with risks, e.g.,
with respect to consistency (Awadid and Nurcan
2017; Bork et al. 2015; Karagiannis et al. 2016a),
usability (Sabegh and Recker 2017), and intuit-
ive understanding (Michael and Mayr 2017). We
will therefore investigate how industrial engineers
can apply our approach in practice in order to
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revise the requirements and refine the implement-
ation. The gained feedback will likely also trigger
changes to the proposed procedural framework,
which will contribute to acceptance and adoption
in the future.
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Abstract. The aim of the Human Behavior Monitoring and Support (HBMS) project has been to actively
assist individuals in activities of daily living and other situations using users’ own episodic knowledge. This
knowledge is represented and preserved in HBMS in the HCM, the Human Cognitive Model, expressed in
the domain specific modelling language HCM-L. HCM also forms the base for reasoning, model matching
and support state visualization. Moreover, in the HBMS-System conceptual models are also used to define
interfaces to activity recognition systems, support clients and data available in the Semantic Web. Thus,
we see HBMS-System as an application of the Model Centered Architecture (MCA) paradigm. This paper
describes how the project evolved over time, its main challenges and milestones, its main processes and
their dependencies, and what is going to happen in the next future.
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1 Introduction

Motivation. This paper tells the story of a project,
in which the authors have been working over the
last few years. The motivation for this project can
be explained best by retelling a story a researcher
and later HBMS project manager told as his vision
at the very project beginning:

Imagine your mother suffering from incipient
dementia. As time goes by, she loses her episodic
memory more and more. For example, she forgets
how to use her video recorder to watch beloved
music videos and begs you to explain it to her.
You are going to show it to her repeatedly and

* Corresponding author.
E-mail. judith.michael@aau.at
We thank the Klaus Tschira Stiftung GmbH for their project
funding and all colleagues and students involved in the
development of the HBMS project.
Note: Although Heinrich C. Mayr is not an author of this
article, the ideas and work presented in this article were
developed together with him. (Mayr et al. 2016)

she can do it for a while, but then she will forget
it again. Forgetting happens faster and faster.
After some more time, you realize she does not
ask you anymore to explain it to her. She does
not want to burden you. If you try to explain it
to her again, she tells you to stop, because she
knows she won’t remember. She stops watching
her beloved videos at all. And you know she
also stops doing other things she likes, because
she can’t remember how to do. In this way her
autonomy decreases very quickly. Wouldn’t it be
great if she had a permanent electronic assistant
to help her to accomplish her tasks of daily living
and to support her to live autonomously as long
as possible?

The researcher with this vision was Heinrich C.
Mayr and the idea was transformed into the Human
Behavior Monitoring and Support (HBMS) pro-
ject, funded by the Klaus Tschira Stiftung gGmbH
in two project parts from March 2011 to January
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2016 with a funding amount of approx. 1.000.000
Euro.

Research idea. The idea of HBMS was to de-
velop a system which provides ambient assistance
to support the autonomy of a person in case of a de-
creasing memory. This is to be achieved through
the conceptualization of the person’s episodic
memory, the establishment of the model of this
knowledge and the use of this model for support.
Giving support means to help people to remember
how they performed a certain activity by reactivat-
ing already existing memory anchors. A memory
anchor is a simple stimulus that influences the
state of mind. By providing retrieval cues, it is
easier to remember experienced situations (cued
recall) (see Strube 1996, p. 204 and p.196). Thus,
the person is supported by the HBMS-System with
his or her own behaviour knowledge by providing
retrieval cues.

The aim.The HBMS project aims at deriving
support services from integrated models of abilit-
ies, current context and episodic knowledge that
an individual had or has, but has temporarily for-
gotten. The core of the HBMS-System is the
Human Cognitive Model (HCM) which preserves
the episodic memory (Tulving 1972) of a person
as conceptual models of behaviour linked to con-
text information related to these activities (see
Figure 1). The acronym HCM was not coincid-
ently chosen - it was named after the nickname of
Heinrich C. Mayr (derived from his initials).

Figure 1: The main HBMS idea

How to meet the aim. The developed sys-
tem should be able to monitor actions, identify
activities, create conceptual models out of these

activities, transform them into an ontology repres-
entation which forms the knowledge base, draw
conclusions out of this knowledge base, and use
this knowledge to provide support. Thus, the
HBMS team has created an active assistance (AA)
system, which realized these aims step-by-step.

Outline. First, an overview of the project is
presented in section 2, sketching our key activities
during the project, which will be examined more
closely in the subsequent sections. Thus section
3 presents our approach for end user involvement
and performed evaluations. The whole HBMS
project was accompanied by a continuous analysis
of the state-of the-art of all relevant areas, which
is presented in section 4. In section 5 our Do-
main Specific Modelling Method including our
modelling language HCM-L and its chronological
development is treated. The HBMS-System de-
velopment is presented in section 6: The HCM-L
Modeller (Section 6.1), observation aspects such
as the HBMS observation interface, an alternative
to real human observations via a simulator com-
ponent (Section 6.2), solutions to handle business
intelligence like reasoning approaches and a real-
time visualization for behaviour models (Section
6.3), as well as different user interfaces (Section
6.4) complete this section. The last section sum-
marizes the projects’ impact and discusses future
ideas.

2 Past and Future of HBMS

This chapter aims to sketch what happened in
HBMS previously and what else we have planned.
As conceptual modellers, we present this of course
in form of a conceptual model: the development
of HBMS, the processes we were involved in,
the deliverables and responsibilities. We have
documented what has happened in HBMS until
now and what is going to happen in the next future.

Figure 2 conceptualizes our top level research
processes and structures the work which has been
done so far. To keep Figure 2 as simple as possible
we modified BPMN slightly for our purposes:
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• Our HBMS process model is both prescriptive
and descriptive. Thus we have added a timeline
showing past, present and future activities.

• To represent the academic impact of HBMS
clearly, we have added our deliverables pub-
lished in the course of time to our process
model as data outputs on the timeline.

• All activities in Figure 2 can be seen as sub-
processes. The sub-processes are detailed in
more depth in the following subsections of this
paper.

• The most important interactions between sub-
processes of different pools are sketched using
message flows.

Figure 2 comprises the following pools:

Evaluation. It has been a core part of HBMS to
analyse user requirements and to evaluate the prac-
ticability and the benefits of HBMS throughout the
entire project. User centred requirement analysis
workshops were mainly conducted with elderlies
in small groups of up to 25 persons. Surveys
were conducted among participants of all ages
to obtain feedback on design and user interface
approaches. Practicability evaluations were done
with volunteers mainly in user experience labs,
which were organized primarily as part of ‘long
night of research’ (LNF) events, which attracted
thousands of people to our University. Evaluation
processes were influenced by other processes and
influenced processes in other pools throughout the
entire project, especially to a high degree during
the first third of the project period.

Analysis. During our analysis process we in-
vestigated the current state of the art in the do-
mains of active and assistive systems, modelling
languages, context and process ontologies, activity
recognition approaches, and observation techno-
logies. This pool also hosts processes, which
define requirement specifications as a basis for
processes in other pools. Inputs came mainly from
evaluation processes as mentioned above.

Domain Specific Modelling Method (DSMM)
Design. HBMS aims to assist individuals in

their activities of daily living and other situations
using their own episodic knowledge as well as
knowledge about their context including the re-
sources users have at hand. This knowledge is
preserved in HBMS as a Human Cognitive Model
(HCM), which contains behavioural and contex-
tual elements. We have worked on the domain spe-
cific modelling language, called Human Cognitive
Modelling Language (HCM-L), and developed
several incremental versions over time.

This work was mainly influenced by analysis
and evaluation processes and affected essentially
the development process of the modelling tool
(HCM-L Modeller).

Today, the actual version of HCM-L comprises
really powerful context modelling elements for
user profile modelling, resource modelling and
environment modelling.

The development of the HBMS-System in-
cluded extensive research activities to create the
HCM-L Modeller, to develop appropriate user
interfaces, to handle user observations and to
sharpen the HBMS-Systems’ intelligence. The
architecture of the HBMS-System corresponds
now to the Model Centred Architecture (MCA)
paradigm, which was proposed by Heinrich C.
Mayr in (Mayr et al. 2017). Details regarding
the HBMS-system architecture are available in
section 6.

HCM-L Modelling Tool. The HCM-L Mod-
eller has been developed as a modelling tool that
supports HCM-L to enable computer aided gener-
ation, integration, modification and management
of behaviour and context models. A basic version
of the HCM-L Modeller is available via the Open
Models Initiative for download.

User Interface. HBMS user clients were in-
tended to help users interactively and unobtrus-
ively in performing their activities. During pro-
ject progress the clients and their user interfaces
have developed from rigid, mainly text oriented
web-applications to personalised multimodal apps
running on various mobile devices. Today the
communication between the HBMS-System and
the user clients works unidirectionally and envir-
onmental sensors are required to feedback user
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Figure 2: Past and Future Model of the HBMS lifetime
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behaviour into the support system again. How-
ever, now we are going to expand the user client
functionality in order to feedback user input in a bi-
directional form e. g. via voice assistance to bridge
the current activity recognition gap (Steinberger
and Michael 2018).

Observation. Observation processes dealt with
possibilities to monitor a user and to infer and
recognize inhabitants’ activities, changes or an-
omalies, continuously in real time in a progressive
way based on activity models. We set up different
labs using various networked sensor technolo-
gies and context management platforms and even
developed an activity recognition interface to in-
tegrate latter. In the beginning of HBMS, we had
high expectations regarding current activity recog-
nition capabilities, but we had to realize at the end
that current activity recognition approaches are
too coarse to monitor all needed details for HBMS.
As explained above, now we are going to add a
user client to the HBMS-System which interacts
with the user adaptively and in a smart way – to
find out if a proposed activity has been done (as an
alternative user activity recognition service) – and
communicates the answer back to the cognitive as-
sistance system. Intelligence. The HBMS-System
increased its level of intelligence step-by-step by
developing reasoning, matching and visualisation
mechanisms. The first HBMS-System prototype
included basic reasoning mechanisms within the
HCM-L Modeller. The reasoning approaches to
improve activity recognition were tested on labor-
atory datasets. The latest prototype covers the
matching of recognized actions with operations in
the knowledge base as well as a direct visualization
of the matching results for end users.

The next sections will focus on the processes
described above in more detail.

3 User Involvement and Evaluation
HBMS has been a user centred project and user
involvement has been an integral part of the project
from the very project beginning. The goal of our
user evaluations was to derive system requirements
from the user’s perspectives mainly in the field

of acceptance, interfaces, usability, interaction
modes and model comprehensibility.

The evaluation pool in Figure 2 shows a rough
overview what has been done for evaluation pur-
poses:

During the first phase of the project, a particular
attention has been paid to user involvement. Dif-
ferent types of user evaluations validated existing
concepts and provided valuable input for require-
ments analysis. In a first workshop, we discussed
with a group of about 40 senior students (attending
the ’Senior Studium Liberale’) their acceptance
of AAL systems, possibilities for assistance and
their ideas for user interfaces. In the second work-
shop, the group of senior students was extended
by younger students and their desired assistance
situations were discussed (see Figure 3).

Figure 3: Discussions in the second Workshop

Simultaneously an empirical study (online
survey) with 203 persons of all ages was conduc-
ted on opportunities and obstacles of active as-
sisted living (Mi13). By this way, the first HBMS
prototype was strongly influenced by prospective
users.

The ‘Long Night of Research’ (LNF), a biennial
public event in Austria, where numerous national
research institutions open their doors to the public,
was repeatedly an important stage for us to present
our intermediate results and get feedback on it.
LNF has been welcomed by the public very well
and the University attracted approx. 7000 visitors
at each event. The scenarios used during our
evaluations originated not only from the area of
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‘activities of daily living’ (Katz 1983; Lawton
and Brody 1969) but also from more technical
ones (see Figure 4). LNF user feedbacks always
enriched the subsequent project steps.

Figure 4: Project relevant scenarios

In 2012 (LNF12) the first version of HCML-
tool as well as a first support client were presented
to approx. 50 volunteers. User’s coffee prepara-
tion behaviour in cooperation with an automatic
coffee machine was modelled, these models were
discussed and different support possibilities were
checked.

In 2014 (LNF14) an advanced prototype was
presented to the public. HBMS had learned to
sense some context information during the last
2 years and was presented in a first small ex-
perimental lab to approx. 50 volunteers. User
interfaces on different clients were used to sup-
port some activities of daily living. The HCM-L
Modeller was still a rapid prototype for analysis
purposes integrating modelling and activity recog-
nition capabilities.

In 2016 (LNF16) the HBMS-System had been
grown up and was presented again in a particular
lab environment where activities of daily living,
the handling of electronical devices and online
transactions were supported. Additionally, be-
haviour model visualizations and priorities for
specific user clients were evaluated with approx.
100 heterogeneous volunteers.

As this lab environment had turned out to be
very popular we evaluated system improvements

based on LNF16 feedbacks a few month later again
with 50 high school students.

To enhance the support client presented in
LNF12, a user design study was performed, test-
ing different user mock-ups in nine scenarios. The
testing was done one at a time with 55 persons of
all ages, gender and education levels and brought
new insights into user surfaces and ways of user
navigation and interaction (Strobl and Katzian
2014). Simultaneously an empirical study (on-
line survey) was conducted to collect user client
design ideas from 338 persons of all ages. The
survey showed a high demand of autonomy of the
end users, which means that they want to decide
when to get support and how.

As support systems are supposed to interact
with the user in a clear way and user manuals
normally are not well suited to be used online
or orally, linguistically reduced user instructions
were tested in a qualitative study with app. 50
persons (Fliedl et al. 2013).

Moreover, a qualitative study including a qual-
itative content analysis (Mayring 2010) was car-
ried out with 54 non-technology students to eval-
uate the intuitive understandability of HCM-L
models and the notations of HCM-L concepts.
(Michael and Mayr 2017)

Since 2013, we annually employed up to 6
interns for evaluation purposes during summer
time. The group of internship 1 tested the tools,
modelled different scenarios with the HCM-L
Modeller and discussed their resulting models at
home with friends and their relatives to investigate
its comprehensibility. The group in internship 2
had to lay an eye on existing models and test the
user client’s surface, interaction and navigation
capabilities. The group of internship 3 focused
on possibilities for user modelling and robots as
potential user clients.

Now, we are currently working to adapt the
HBMS observation interface by integrating it with
a wide variety of the existing activity recognition
systems with traditional sensor based input and
output formats. Evaluations to test its adaptivity
and flexibility with the HBMS-System are cur-
rently running. Moreover, evaluations to test the
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observation interface with video based activity
recognition systems have been planned for the
next future.

We are also working on the evaluation of vari-
ous notations for modelling the advanced HBMS
context, namely user models, environment models
and spatial models.

4 Analysis
The entire HBMS Project was accompanied by a
continuous analysis of the state-of-the-art of assist-
ance systems. Projects in the ambient assistance
domain as well as current research, published
at conferences and in journals, were systematic-
ally analysed according to their type of assistance.
Standards in the AAL domain were evaluated and
ongoing projects related to standards were pur-
sued. Some of the topics, which were also of great
interest to us, are listed below:

Cognitive Psychology. In an extensive ana-
lysis compendium, we investigated factors for the
reduction of individual memory capacities and
cognitive limits (e. g. stress, sleep deficits or de-
pressions as age independent factors, as well as
age related factors).

Scenarios. We analysed areas of assistance sys-
tems and identified the most important application
scenarios of electronic devices, e- processes and
everyday activities for our research, e. g. (Bon-
figlio et al. 2008).

Personas. Personas are prototypical persons,
who could be seen as future users of a system.
Based on an analysis of the CURE Elderly Perso-
nas (Wöckl et al. 2011), we have identified relevant
user groups for the HBMS-System.

Requirements Analysis. We identified require-
ments for our future modelling tool and invest-
igated different technical solutions. (see Section
6.1)

Modelling Languages. As conceptual model-
ling played an important role for our project, we
investigated which existing modelling languages
were able to represent human activities and which
language could be used as a base language for our
DSMM to be developed.

Graphical Notations. Approaches for the in-
tuitive understanding of modelling languages and
graphical notations were investigated.

Context Modelling. We conducted a compre-
hensive analysis of context modelling approaches
used in different domains. Whereas the first find-
ings from (Kofod-Petersen and Cassens 2006)
resulted in a general context structure focussing
on behaviour (Michael and Mayr 2013), further
work discussed the structural elements in detail
(Michael and Steinberger 2017).

Knowledge Representation. We investigated
different approaches for knowledge representa-
tion with a special focus on ontologies, semantic
languages and related tools. We analysed differ-
ent web ontologies for their usefulness to include
general and domain knowledge into the HBMS
knowledge base. Activity Recognition. Various
systems for activity recognition were evaluated
and categorized based on their recognition meth-
odology. (Ranasinghe et al. 2016)

Human Computer Interaction. An important
aspect for the development of user support clients
in HBMS were useful technologies for human-
computer interaction. Thus, speech recognition
and synthesis, humanoid robots, and other techno-
logical possibilities were evaluated.

Quality. We analysed approaches for quality
understanding, e. g. (Lindland et al. 1994; Schütte
1998), and defined useful quality categories for
the HBMS project and techniques to reach a set
of quality requirements.

As the project continued to make progress, we
started to evaluate ‘added values’: In the initial
phase of the HBMS-System, when the system
needs to learn the behaviour of a person, no direct
benefit is generated. Thus, we have evaluated
existing products on the market on their compat-
ibility with the HBMS-System and usefulness for
end users.

Other important aspects for a real life usage of
the HBMS-System were confidentiality, integrity
and authenticity considerations. Thus, we evalu-
ated the system and users’ wishes and developed
a security and privacy concept.
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5 Domain Specific Modelling Method
It was clear from the very beginning, that concep-
tual models should build the core knowledge base
of the HBMS-System. Thus, a Domain Specific
Modelling Method (DSMM) including a model-
ling language called Human Cognitive Modelling
Language (HCM-L) was created and further de-
veloped. The first stable version was presented
in the dissertation “Cognitive Modelling for As-
sistance Systems” (based on Michael and Mayr
2013).

The first version of the HCM-L meta-model in-
cluded operations, things and conditions as model
elements and, as further specializations, different
variants of operations and conditions as well as
some sort of branching and merging concepts
(called gateways). The modelling process was
realized in a first prototype of the Modeller. Nev-
ertheless, first evaluations showed us that several
aspects were still missing.

Our former experiences in conceptual mod-
elling with KCPM (Klagenfurt Conceptual Pre-
design Model), a lean, user-centred language for
software requirements modelling (Kop and Mayr
1998), helped us to carry out further improvements.
Consequently, the KCPM concepts were evolved
and adapted to cognitive modelling. Therefore,
we could benefit from adopting from the KCPM
approach the thing concept (a more intuitive way
of abstracting from classes and attributes), as well
as the approach for relating resources and actions.

Based on several project discussions, the second
version of the meta-model was developed: It
still focused on behavioural aspects and included
an aggregation of several operations into an
activity (called Behavioural Unit, BU), calling-,
participating- and executing-connections between
operations and things, person and location things
as specializations of thing and different variants
of connections like is-a, part-of and property con-
nections. Obviously, this version (0.2) was hardly
related to version 0.1. Most behavioural aspects
remained stable up to the next versions.

HCM-L version 0.2 was published in (Mayr and
Michael 2012), where we presented a semantic

analysis based on control flow workflow patterns
(van der Aalst et al. 2003). We showed that HCM-
L was – for the domain of Ambient Assistance
– sufficiently powerful and met the requirements
for modelling human daily activities better than
general purpose languages like BPMN or UML
(see e. g. Wohed et al. 2005).

Figure 5 shows the excerpt of a BU model
including two operations ‘take a cup from the
cupboard’ and ‘put the cup on the drip tray’ as
well as related things: the person ‘Francis’ as
calling and executing thing and the ‘cupboard’
and ‘coffee cup’ as participating things.

Figure 5: One step of the behaviour context in detail

Literature research in cognitive science and psy-
chology took us to activity theory (Leont’ev 1978),
which observed the nature of human activities on
three levels: The level of the activity (the overall
process), the level of the action (subtasks) and
the level of operations that realize actions. While
activities are driven by motives, each individual
action pursues a specific goal and operations are re-
lated with instrumental conditions and constraints.
Our HCM-L meta-model already included these
levels but the essential concept of ‘goal’ was miss-
ing until HCM-L version 0.3.

We decided to move conditions into operations
and realized that the concept flow, a connection
between two operations, had to be added (version
0.4). One development stage further, we added
some attributes to goals, operations and BUs and
a relation between operations and properties of
things. This version 0.5 of the HCM-L meta-
model was published in (Michael and Mayr 2013).
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Figure 6: HCM-L Meta-Model v 0.93

The next changes were minor ones: some attrib-
utes were deleted, attributes of goals were move to
the relation between operations and BU, a relation
between goal and thing was added and a variant
of things called service thing was added.

The next essential HCM-L enhancements were
published in (Michael and Steinberger 2017),
where the concepts regarding the structural con-
text characteristics were defined in more detail.
Accordingly, it was possible to model for example
abilities of users (personal and social context),
functions of different resources, different vari-
ants of resource types (environmental context)
and equipment in different areas (spatial context).
Figure 6 shows the current state of the HCM-L
meta-model including the different context clusters
(based on Kofod-Petersen and Cassens 2006).

One of the next HCM-L development steps
was related to an approach to integrate semantic
annotated user manuals into the HBMS-System:
schema.org (Guha et al. 2016) was applied to

semantically annotate such manuals. Correspond-
ing mark-up data was used to import domain
knowledge and "how to use"-resources, into the
HBMS-System. Thus, the meta-model had to be
partly adapted concerning instructions, warnings
and problem situations (Steinberger and Michael
2018).

Next important HCM-L additions are in pro-
gress. They are related to behaviour goals: The
concept goal needs to be investigated in more detail
to be able to express, e. g., relations between dif-
ferent goals, hierarchies, and relations to domain
and fundamental ontologies as a compensation for
the semantic memory (general knowledge about
the world and its’ concepts).

Together with the HCM-L meta-model also our
graphical notation changed. The elements were
revised in several iterations based on evaluation
feedbacks and because of findings from (Moody
2009), e. g., icons were added, the colour and
thickness of different connections were changed
for a higher visual distance and new graphical
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elements were added accordingly to additions in
the HCM-L meta-model.

To make it clear, how to use our DSML sys-
tematically for creating models, we described the
modelling procedure (Michael et al. 2015) based
on the work of Karagiannis and Kühn (2002). It
treated e. g., with which diagram type the model-
ling process should start or what aspects were to
be modelled first.

Additionally, we have taken our experiences
on creating a DSMM on a more general level
(Michael and Mayr 2015) by describing the way
of how to create a modelling method for ambient
assistance, based on the work of Frank (2013).

In parallel to HCM-L development, we created
a HCM-L modelling tool, which enabled us to
work in practice with the DSML (see section 6.1).

6 HBMS-System Development
The development of the HBMS-System took place
in several stages, whereby the prototypes were
regularly evaluated (see section 3). This section
sketches the most important HBMS-System ver-
sions from the first prototype architecture to the
final model centred architecture of HBMS-System
and particularly emphasizes the development of
the HCM-L Modeller, the observation capabilities
of HBMS-System and the intelligence of HBMS-
System during the development process.

HBMS-System Version 1- Eclipse and OSGI
The focus in the first HBMS development phase

was on the following aspects:

• Tool support in HCM-L modelling.
• Mapping of HCM-L models to a suitable know-

ledge representation for future reasoning pur-
poses.

• First HCM knowledge base with suitable access
interfaces

• First user support clients.

Figure 7 shows the architecture of the first
HBMS (rapid) prototype evaluated at LNF 2012.

It included an Eclipse-based modelling tool, an
ontology and a server and dialog component. The

prototype realized the following functionalities:
modelling the user behaviour by means of the first
HCM-L version, transformation of these models
into OWL-Lite (using JENA framework), storing
the results in a filesystem, manual upload of the
OWL files into a service domain, and user support
via first mobile user clients.

HBMS-System Version 2 - ADOxx
Based on our experiences and evaluation results

the next significant HBMS-prototype changed
its paradigm. The next significant version of
the HCM-L Modeller was based on the meta-
modelling platform ADOxx (Fill and Karagiannis
2013), reasoning mechanisms were included
directly in the HCM-L Modeller, and the user
support client was extended to a web-based ver-
sion. This prototype included also the following
new functions: construction of more complex
behaviour models according to the next HCM-L
version, behaviour animation, embedding of
media data, model export and import interfaces,
transformation of models to OWL DL, and a
first simple observation functionality using wired
sensors. This prototype was very helpful to
analyse and evaluate our requirements but was
too monolithic and inflexible in its architecture.

HBMS-System Version 3 - MCA
The next prototype of the HBMS-System

(which was presented and evaluated at the LNF16)
was implemented according to the Model Centred
Architecture (MCA) paradigm (see Figure 8).
MCA was proposed in (Mayr et al. 2017) as a
generalization of our experiences from several
projects, including HBMS. According to the MCA
paradigm, we understand information system de-
velopment processes as mere modelling processes
and focus on models (formed with the means of
DSML) at any development stage up to the run-
ning system. The models are taken as the core of
a system for both the application functionality and
the system’s interfaces.

According to (Mayr et al. 2017, Shekhovtsov
et al. 2018), the MCA paradigm is defined on the
following three levels:
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Figure 7: Architecture 2012 (adapted from (Michael et al. 2013))

Figure 8: MCA patterns (adapted from (Mayr et al. 2017))

1. as a meta-model hierarchy on MOF levels:
M2 (the DSML meta-model definition based
on a meta-meta-model), M1 (the specification
of the system components and its data) and
M0 (models of concrete objects, functions and
processes); we call this definition a semantic
core (Object Management Group OMG: n.d.);

2. as a language specification hierarchy represent-
ing the core semantics using different syntactic
constructs of the appropriate representation lan-
guages. The hierarchy descends from gram-

mar definitions, to concrete grammars for the
languages representing semantic concepts, to
concrete language representations of those con-
cepts. This concrete language representations
can even refer to constructs from different levels,
which means the concrete languages can be used
to represent instances, models, meta-models,
and meta-meta-models, even together in the
same project;

3. as a set of architectural patterns including the
Modelling Tool pattern (components used for
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creating models), the Model Transfer Interface
and the Model Adapter patterns (for the com-
ponents providing the models to the consumer
system), and the Model Consumer pattern which
describes the components which use the models
to provide the functionality of the MCA-based
solution. It also includes the Device and User
Interface patterns which are the model-based
interfaces to the model consumers and the Data
Storage pattern (see Figure 9).

Figure 9: Model Centered Architecture (adapted from
(Mayr et al. 2017))

In version 3, the HBMS-System was redefined
to comply with MCA. The corresponding archi-
tecture is depicted on Figure 10.

According to this architecture, the HBMS-
System includes the following components:

1. HCM-L Modeller is used for creating and
maintaining HCM-L models and the transform-
ation of the created models to the HBMS kernel
using the HBMS model transfer interface.

2. HBMS Observation Interface (HBMS-OI)
includes an activity recognition system adapter
(HBMS ARS adapter). Together, they form
a middleware listening to inputs coming from
the activity recognition system and making it
HBMS-compliant; these components imple-
ment the Device Interface MCA pattern.

3. HBMS Kernel is the central component of the
system. It is accessible via the set of kernel inter-
faces and contains the following internal com-
ponents (all implementing Model Consumer
MCA pattern):

a) HBMS Observation Engine responsible for
communicating to the Activity Recognition
System (ARS) through HBMS-OI;

b) HBMS Behaviour Engine responsible for
handling the behaviour data arriving from the
HBMS Observation Engine in context of the
current HCM;

c) HBMS Support Engine responsible for con-
trolling the behaviour of the assisted users;

d) HBMS Data Management Subsystem re-
sponsible for managing HBMS data;

e) HBMS knowledge base which stores the cur-
rent (HBMS situational cache) and historical
data (HBMS case base) together with its
description (HCM storage) in a knowledge-
oriented format;

4. HBMS kernel clients (monitoring client, sim-
ulator client and care worker client) to support
monitoring and administrative tasks based on
the information provided by the kernel.

5. HBMS support clients which implement
multi-modal interfaces for end user support.

For evaluation purposes, it is possible to install
and run all HBMS-System components on one
computer as ‘HBMS-System in a box’ and to
use the ‘HBMS Simulator’ to ‘emulate the user
behaviour in a smart lab’ virtually (see Section
6.2).

The next sections describe the development
stages of the HCM-L Modeller (section 6.1), the
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Figure 10: Architecture 2017 (adapted from (Mayr et al. 2017))

observation components (section 6.2), the HBMS-
System intelligence (section 6.3) and the user
interfaces (section 6.4) in more detail.

6.1 HCM-L Modeller
The HCM-L Modeller was one of the first sys-
tem components realized, as we needed concrete
models, created accordingly to the HCM-L meta-
model definition, to be able to move on with the
work on other components and to define interfaces.

A first prototype was realized with the Eclipse
Rich Client Platform (RCP). The HCM meta-
model was created in Eclipse Modelling Frame-
work (EMF) format. EMF also supported “models
to text” and “models to models” transformation
(Oldevik et al. 2005), which was necessary for
model validation and analysis purposes. For per-
sistence layer implementation, we used a MySQL
database and Hibernate.

Figure 11: Modelling Tool in Eclipse

Figure 11 shows a screenshot of this prototype.
As described in section 5, we had several severe
changes in the meta-model of our DSML and
realized, that such an incremental development
process was connected with enormous workloads
for changing the meta-model and graphical rep-
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resentations in the Eclipse prototype. Moreover,
some improvements to achieve a better end-user
understanding were not feasible within its’ graph-
ical interface.

After this first prototypical requirements ana-
lysis, we performed a systematic collection of
requirements for the next version of our HCM-
L Modeller along the characteristics listed in
(Kaschek and Mayr 1996).

Based here-on we decided to test the ADOxx
Meta-Modelling Platform (Karagiannis and Kühn
2002) and finally chose it to implement the next
version of HCM-L Modelling Tool (Michael et al.
2014, 2015).

The crucial factors for this decision were:

• The possibility of fast prototyping: a first stable
version was completed in a month,

• Ease of changes in the meta-model and auto-
matic tool adaptation,

• Availability of a simulation component,
• Easy to combine with external software, e.g.

for reasoning (Al Machot et al. 2014),
• Availability of analysis functionalities,
• Easy to realize consistency checks,
• Highly professional general software and de-

veloper support.

The HCM-L meta-model elements were
mapped to classes of the ADOxx meta-model and
described using the proprietary ADOxx Library
Language (ALL). ALL used the constructs defined
in the ADOxx meta-meta-model (level M3) (Fill
and Karagiannis 2013). ADOxx already included
export and import functionalities in and from the
ADOxx Description Language (ADL) format or a
generic XML format. We adopted these to allow
the transformation of HCM-L models to other
representation formats, as used e. g. by inference
or reasoning tools.

The HBMS team joined the Open Modeling
Initiative (OMI) (see Karagiannis et al. 2007) and
the related Open Models Laboratory (OMiLAB):
The HCM-L Modeller (see Figure 12) is, in a
basic version, freely available at the OMiLAB

webpage1 . This version includes the manual cre-
ation of sequences, task context, structural context
and BU models (BUMs) as well as macros. Fur-
thermore, it is possible to step through BUMs and
related sub-processes by using the graph analysis
functionality of ADOxx. Model transfer between
HCM-L Modeller and HBMS-System kernel was
realized in this version via the adapted export
functionalities mentioned above.

In 2016/17, the HCM-L Modeller was enhanced
based on the MCA paradigm as a concretisation
of the Modelling Tool architectural pattern (see
Figure 8). As such concretisation, besides sup-
porting the latest HCM-L constructs, it was able
now to communicate with the HBMS kernel by
transferring the XML representation of the selec-
ted subset of models (describing the context of
the supported person) through the communication
channel controlled by that kernel instance (e. g.
represented as a web service call).

To control such transfers, we extended HCM-L
with the new Configuration Workspace Model
which connected the references to HBMS deploy-
ment sites (kernel installations) to the references
to context models to be deployed at these sites.
On modeller’s demand, a model is employed to
find the server over the network and conduct the
model transfer by means of the deployment script.

6.2 Observation
The HBMS-System should be able to learn user’s
behaviour and to apply this knowledge to support
the user unobtrusively in real-time. Thus, we
investigated possibilities to observe users to recog-
nizing their activities. Additionally, we developed
an activity simulator tool which allowed us to
generate sensor data for our scenarios via a web in-
terface to be able to test the system independently
from activity recognition systems.

6.2.1 Observation Interface
During the first project phase, we analysed ex-
isting user observation technologies and tools.
The first HBMS-System prototype, however, was
not able to automatically observe a user and to

1 http://austria.omilab.org/psm/content/hcml/info
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Figure 12: HCM-L Modeller 2016

detect his activities. The user behaviour had to
be observed manually and communicated to the
HBMS-System.

The first form of automatic observation was
introduced in the HBMS-System prototype which
was evaluated during LNF14. Simple wired
sensors were connected directly to the HBMS-
System, which also implemented a simple context
management system component. This component
was able to identify simple activities of a user and
to forward them to provide required user support.

In developing the next observation prototype,
we followed the MCA paradigm. Monitoring the
user and handling the captured user context was
outsourced to specialized context management
middleware. The communication between this
middleware and the HBMS kernel took place
by means of the HBMS observation interface
(HBMS-OI). The observations obtained through
this interface were subsequently processed and
analysed by the HBMS observation engine, as
shown in Figure 10.

We tested this HBMS-System prototype in our
lab environment (see Figure 13) and used Nimbits2
and FHEM3 as middleware systems. To monitor

2 https://www.nimbits.com/
3 https://fhem.de/

user behaviour, we used a network of wired and
wireless sensors supporting different protocols.
The sensor network consisted of motion, pressure
and contact sensors. All sensor data was gathered
by means of the Arduino Coordinator 4 . The co-
ordinator was responsible for identifying relevant
sensor data changes and for writing the data corres-
ponding to these changes to the relevant Nimbits
channels. Also, the coordinator was responsible
for comparing sensor values with given threshold
values, e. g. if pressure sensor value exceeded 700
mbar it sent value “ON” or “1” to the relevant
channel.

In our setup, for the identification purposes, we
categorized Nimbits channels into two categories
as toggling and firing channels.

Toggling channels were responsible for stor-
ing binary values, i.e. “1” or “0”, based on the
ON/OFF value produced by the binary sensors.
Toggling channels were mainly used to track
events such as opening/closing doors, putting/lift-
ing things etc. which typically generate binary val-
ues from the corresponding sensor devices. When
the toggling channel detected a value change, e.g.
from “0” to “1” or from “1” to “0”, it generated an
event. For example, if a person “opens a door”, the

4 https://www.arduino.cc/
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Figure 13: Sensors in the Lab

sensor connected to the door sent the correspond-
ing signal to the coordinator, which stored the sent
value in the given toggling channel. Consequently,
the toggling channel generated an "open door"
event and created meaningful semantic data to de-
scribe the event, combining it with the predefined
meta-data.

Firing channels are used to store sensor data
values which are typically static. Such channels
use the channel timestamp change to generate
a corresponding event. For example, a remote
control button can be connected to the sensor
which sends a predefined value on every click
e.g. “user pressed the STOP button”. It is hard
to recognize an activity by looking only at such
value, so firing channels looks at the timestamp
change to generate an event.

The problem with the approach described above
was, that the low-level data available in a channel
was directly accessed through the HBMS-OI. As
a result, at that point in time the coupling between
the middleware system and the HBMS-OI was still
very high. Besides that, we were not satisfied with
this solution, as only very simple atomic activities
could be observed. Accordingly, we were looking
for a way to make arbitrary activity recognition
systems interoperable with HBMS-OI.

To overcome these deficiencies, we introduced
a language to describe human behaviour observa-
tions called AREM-L (Activity Recognition Envir-
onment Modelling Language) (Mayr et al. 2017).

The main process of integrating the observations
with HBMS-OI based on AREM-L is shown in
Figure 14.

Figure 14: Main processes of the HBMS-OI

According to the MCA paradigm, in the current
version of HBMS-OI, AREM-L is used to serve
as a conceptual foundation for converting the data
produced by the activity recognition systems (such
as sensor based human activity recognition, HAR
systems of different kind, as shown on Figure
14) to the semantic structures suitable for further
processing in HBMS kernel (Mayr et al. 2017).
The process includes the following steps:

1. Both human observation data and the contex-
tual information are sent in real time from the
HAR systems to the HBMS-OI;

2. HBMS-OI produces human observation recog-
nition semantic structures out of this data based
on the available AREM-L models;

3. These semantic structures are sent to the
HBMS-System to be processed with a goal
of providing the required assistance.

Evaluation activities to test the adaptivity and
flexibility of the HBMS-OI are currently under
way. Additionally, for the next future, we are
going to evaluate the observation interface with
video based activity recognition systems.

We are currently working on the integration
of this version of the HBMS OI and the HBMS-
System.
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6.2.2 Simulation
Despite of all the successes with the observation
interface for HBMS, we had to state the following:
we had high expectations into current activity
recognition capabilities in the beginning of HBMS
but we had to realize at the end that current activity
recognition approaches are too coarse to monitor
all needed details for HBMS.

In order to overcome the weakness of the current
activity recognition possibilities, we developed
an activity simulator tool which allowed us to
generate sensor data for our scenarios via a web
interface. This generated data was forwarded to
our context management middleware system in the
same way as ’real’ sensor data. This also allowed
us to set up ‘virtual labs’ to test the HBMS-System.
The HBMS simulator contained a set of simulator
controls organized into control groups.

We distinguished the following types of simu-
lator controls:

1. Toggling controls used to send one of the two
alternative values when clicked, the value sent
is the opposite of the current value.

2. Firing controls used to send the same value on
every click.

3. Value-based controls used to send the user-
selected value on request.

Figure 15 shows the controls which can send a
value selected by means of radio button or select
list. For every control, it was also possible to see
the value which corresponded to the current value
of a real sensor (if one was connected). This value
was updated automatically when the sensor value
was updated.

This tool allowed us also to simulate temper-
ature and humidity meters to provide the flow of
indoor and outdoor temperature and humidity data.
The simulator provided the data as coming from
these meters and was used to simulate different
environmental settings, e.g. hot/cold or rainy/dry
weather. The data from the simulator then went
to our context management middleware which

made it available to the HBMS-OI through addi-
tional specific channels (providing the currently
simulated value when asked).

6.3 Intelligence
The first version of the HBMS-System had a low
intelligence level: Models were created by hand
including the integration of different models, only
a part of the model concepts were translated into
OWL, the structure accepted by the dialogue com-
ponent was very tight and it included only text and
no pictures or videos.

The next prototype of the HBMS-System in-
cluded basic reasoning mechanisms which were
included in the HCM-L Modeller. Sensors were
connected with the HCM-L Modeller and the first
support hints were presented at LNF14. Addition-
ally, models were exported in XML format, which
was used as an input for the knowledge base of the
answer set programming solver. This reasoning
module was able to calculate which next operation
users should execute (see ‘Reasoning for human
support’ in section 6.3.1 for details). Moreover,
reasoning approaches for supporting activity re-
cognition were tested on laboratory datasets (see
‘Reasoning for Human Activity Recognition’ in
section 6.3.1 for details).

The latest prototype, presented at LNF16, in-
cluded the matching of detected actions with the
actions in the knowledge base and a direct visual-
ization of the results. The matching component
tries to find observed behaviour in formerly detec-
ted and saved behavioural units and returns if the
action was correct, wrong in relation to its order
in a behavioural unit or the conditions performed,
a reverse action or a yet unrecognised one (see
section 6.3.2 for more details). The Visualiser, as
part of the kernel monitoring client, provides a
view on the current state of the matching session
(see section 6.3.3 for more details).

6.3.1 Reasoning
The reasoning within the HCM-L Modeller has
been divided into two major modules; (a) the
reasoning module to recognize human activity
and (b) the reasoning to choose the optimal step
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Figure 15: Simulator including different ’sensors’

for human support based on HCM-L models. The
aim of the first module is to identify the activity
of the observed person to advise her/him about
what is the optimal operation to be executed using
the second module.

Reasoning for Human Activity Recognition.
Regarding human activity recognition, different
approaches have been developed in the frame of
the HBMS project independently to be applied
for real life scenarios. The proposed approaches
show promising results using not only the HBMS
laboratory dataset but also the well-known human
activity CASAS dataset (Cook et al. 2013). The
datasets are collected based on real life scenarios
using different types of non-intrusive sensors that
are mounted in real smart homes. The approaches
can be summarized as follows:

1. A reasoning method based on answer set pro-
gramming that uses different types of features
for selecting the optimal sensor set, and a fu-
sion approach to combine the beliefs of the
selected sensors using an advanced evidence
combination rule of Dempster–Shafer theory
(Al Machot et al. 2018a) (see Figure 16).

2. A reasoning method based on a windowing
approach for analysing sensor data to identify
the best fitting sensors that should be considered
in the selected window of sensor events. The
second contribution proposes a set of differ-
ent statistical spatio-temporal features to re-
cognize human activities using Support Vector
Machines (Al Machot et al. 2017).

3. A human activity recognition approach based
on a Recurrent Neural Networks (RNN) model,
which is trained based on dynamic systems per-
spective during the weight initialization process
(Al Machot et al. 2018b).

Reasoning for human support. Regarding the
human support, an approach based on Answer Set
Programming (ASP) has been proposed. The aim
was to solve an optimization problem depending
on the following factors; (a) the importance of
performing an operation according to the user
history; (b) the cost value of choosing an operation
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Figure 16: Reasoning system structure for activity recognition

based on the similarity between the current user
profile and other users; (c) the time when the
operation should be performed (Al Machot et al.
2014).

6.3.2 Matching
Another important development step was the im-
plementation of the matching component (HBMS
matcher). Its aim is to match the semantic struc-
tures corresponding to the recognitions of the
observed behaviour against the current HCM, to
find a behavioural scenario (behavioural unit) in-
cluding the observed action and a position of the
action inside this scenario. Finding such match
is a prerequisite for predicting next actions and
providing support.

The matcher recognizes the following four cat-
egories of actions based on the recognition inform-
ation coming from the observation engine:

1. Correct actions which are performed correctly
based on the given BU;

2. Wrong actions which are present in the model
but have been performed in the wrong place or
under wrong conditions (i. e.. taking the shoes
before going to the foyer);

3. Reverse actions which has been performed
to revert the effect of the previous (possibly

incorrect, but also correct) action e. g. "put the
handbag back ";

4. Unrecognised actions which are not present in
the model.

We based the matching algorithm on two main
categories of checks:

1. Finding the set of possible matches based on
changes in state (state-based checks). This is
supported through accompanying the opera-
tions in the model with capturing state snap-
shots: every such snapshot describes the set
of state configurations which are considered
correct for entering the specific operation (cap-
turing pre-operation snapshot) and for exiting
this operation (capturing post-operation snap-
shot). The match is found by comparing the
observed state snapshots of the observation data
structure coming from the observation engine
with the capturing snapshots of all operations
defined for the available behaviour models.

2. Narrowing or modifying the set of matches
based on checking preconditions (condition-
based checks). This is supported through ac-
companying the operations in the model with
parsed precondition specifications which in-
clude the internal representation of the pre-
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condition code. The conditions from the pos-
sible matched operation are checked for the
observation data structure, the match is found
if this condition evaluates to true as a result of
this check.

Based on the above set of checks, the correct
and wrong actions can be recognized as follows:

1. The action is recognized as correct if the
state coming with the observation completely
matches the state accompanying the particular
snapshot in the model, the changes introduced
into the state are the same for both observation
and the model operation, and the preconditions
for this action are fulfilled.

2. The incorrect actions are recognized by match-
ing the changes introduced into the state but
missing the match for the precondition and
post-condition state as a whole.

All recognized actions are encapsulated into the
match result structures containing the type (correct,
wrong etc.) and the timestamp of the match, and
with the information about the matched operation
and the existing reverse operation; the matcher
also interacts with the prediction component to
include the information about the predicted next
operation into the match result.

As a part of the matching session, the matcher
maintains two separate session queues collecting
"match result" objects: the right action queue
for correct actions; and the wrong action queue
for the incorrect actions. The reverse actions are
not added to these queues, they lead to deleting
the last action from the queue. As a result, it is
possible for the user to revert the damage caused
by incorrect actions by performing the reverse
actions in the reverse order, and go back as much
steps as he/she wishes.

The match result is transferred to the support
engine to serve as a basis for providing support.

6.3.3 Visualising
The next step was implementing the kernel monit-
oring client. This client is shared by both admin
and caregiver interfaces of the kernel. It allows

to monitor the events processed by the kernel,
execute simulations of the sensor events, and per-
form administrative activities. It is implemented
as an AngularJS client application communicating
with the kernel by means of JSON-based API.

The main part of the monitoring client is the
HBMS Visualizer. It allows for the user to see the
current state of the matching session by:

1. Showing the graphical representation of the
available BUs;

2. Reacting to the changes initiated by the HAR
system through the HBMS-OI by highlighting
specific diagram elements;

3. Providing a scalable display making possible
to zoom to a specific subset of operations.

The Visualizer supports six different states of
the operation element and three states of the goal
element, a state (e. g. “correctly/wrongly matched
as a session’s past operation”, “correctly/wrongly
matched as a current operation”, “predicted”)
corresponds to the specific colour and thickness
of the element’s outline.

The Visualizer queries the state of the matching
session several times per second and changes the
display based on the obtained information. As a
result, it is possible to see:

1. The position of the user in the current BU;
2. If the user made a mistake in handling the

scenario;
3. The set of operations the user has been per-

formed in the current session;
4. The number of steps the user has to go back to

fix the wrong actions;
5. The predicted next operation or operations;
6. If the user has reached the goal.

On Figure 17, the user has just performed "stand
up from the chair" operation after correctly per-
forming "take the sunny weather shoes" and other
preceding operations in the behavioural unit, the
"take the keys" operation is shown as predicted.

The Visualiser also allows switching between
behavioural units by means of a list of graphical
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Figure 17: HBMS Visualizer showing the current state of the matching session

depictions of the behavioural unit models (at the
bottom of Figure 17). Every such depiction is a
scaled down version of the Visualizer display, it
is updated dynamically when matching activities
are performed by the kernel.

6.4 User Interface
The first dialogue component of HBMS to help
users interactively and unobtrusive in performing
their activities was based on first results of our re-
quirements analysis. This HBMS ‘Support 1’ was
developed as a prototype for user evaluations in
the context of a master thesis. It was supported by
android tablets and mobiles and developed using
PhoneGap, OSGi and webservice technologies.

The texts and next steps were derived in a lean
OWL representation directly from the conceptual
models in the HCM. This information was trans-
formed into a representation of one single step and
navigation possibilities to possible following steps
(see Figure 18). Existing text-to-speech techno-
logies were used to provide a voice output. This
first support client prototype was used to evaluate

the HBMS-System in LNF12: The participants
used a coffee machine in our station at one end
of the university campus, where their behaviour
was manually modelled by team members. Af-
terwards, they moved to our station at the other
end of the university campus where exactly these
sequences were presented step-by-step on a tablet
or a mobile phone.

Learning from the first user feedbacks (e. g.
variable text sizes, louder voice outputs, including
graphics) we developed enhanced support clients
for HBMS and their appropriate user interfaces.
We have evaluated these ideas in 2013 by develop-
ing different user interface mock-ups, which were
tested in a design study (Strobl and Katzian 2014)
and stronger discussed in a master thesis. Figure
19 presents one of the screens for the evaluation.

For the LNF14 further improvements of the user
interface were provided including the outcomes
of the design study: To stay platform independent
and interoperable, the second HBMS support pro-
totype was realized as a web application using the
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Figure 18: First UI prototype

.NET framework and JQuery Mobile. The com-
munication of this support client and the current
HBMS core system was done via XML interfaces.
Thus, this web-based solution was presentable
on every device with an internet browser. Me-
dia data was already included and there was an
acoustic support possibility provided, which star-
ted automatically. Nevertheless, the speech output
was presented on another device to be able to
synchronize it with the texts.

As the HBMS architecture developed over time
to a Model Centred Architecture, we enhanced our
mobile support clients and made them additionally
available as android native apps. In doing so, mo-
bile functions for audio, vibration and localization
enhanced the support quality: it is possible to start
speech output automatically based on default set-
ting, vibration feedback is possible, it is possible
to zoom into explanations and pictures and it is
easier to adopt the graphics accordingly on each
android device. In an additional navigation bar,
preferences for support could be selected and per-
sonal context data is presented in a user friendly
way. The prototype was again tested at LNF16.

Moreover, we investigated devices like robots,
smart watches and smart TV-devices to be used
for user support connected to the HBMS-System

Figure 19: Mock-Ups of the UI for evaluations

via a support client interface and made a proof-
of-concept for a support scenario with Amazon
Echo as an output device including the language
assistant Alexa.

7 Ideas and Future prospects
The HBMS project team can look back on nearly
7 successful years. What started with a visionary
idea resulted in a stable beta-version of an active
assistance system.

The impact. Within HBMS, 1 PhD thesis and
6 master theses were completed. 4 PhD theses
and 4 master theses are under development. 12
school students were involved in HBMS during
their holiday work placement. The HBMS-System
and its components and ideas were evaluated with
more than 250 people in 4 prototype evaluations,
2 workshops with 60 people, 2 online surveys with
more than 540 people, a user design study with 55
people and 2 qualitative studies with more than
100 participants. Since 2014, our modelling ap-
proach was taught to more than 200 students at the
Next Generation Enterprise Modelling (NEMO)
summer school. The project members published
more than 25 papers at conferences and articles
in journals, held tutorials on Ambient Assistance
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and Modeling as well as on IT- Based Ambient
Assistance and initialized the AHA workshop
series (ER-Workshop on Conceptual Modeling for
Ambient Assistance and Healthy Ageing).

Nevertheless, the work on the project vision
will continue in future:

DSMM and the HCM-L Modeller. Further
development of the modelling method is always
connected with enhancement of the modelling
tool. Aspects, which are important for the DSMM
are further investigations of the concept goal (see
e. g. goal modelling languages in requirements
engineering as iStar (Yu 1997), GoalML (Over-
beek et al. 2015) or (Rolland and Salinesi 2005)),
the grounding of the HCM-L in a foundational
ontology (see e. g. Guizzardi et al. 2008) or taking
ideas of multi-perspective modelling (Frank et al.
2017) into consideration. The graphical notation
has to be adapted accordingly to additions in the
meta-model, e. g. for already done refinements
of the context (Michael and Steinberger 2017).
Additionally, the HCM-L modeller has to be adap-
ted accordingly to the changes of the meta-model.
A new version of the modelling tool should be
provided at the OMiLAB website. Other open is-
sues are related with the graphical interface of the
modelling tool: a 3D visualisation for BUs and re-
lated structural elements would support end users
to better understand their preserved behaviour.

Observation. For the next future, further evalu-
ations are planned, to test the observation interface
with video based activity recognition systems.

Intelligence. The semantic annotation of web-
user interfaces would make it possible to provide
meaningful support of their use. Furthermore, the
development of the simulator component would
make an the automated creation of the simulation
interface by using social context information pos-
sible. Another missing aspect is the integration of
sequences of behaviour models into existing ones
in the knowledge base. To finalize this aspect,
process mining approaches as e. g., (van der Aalst
2016) might be helpful.

User Interfaces. Further improvements onto
the development of active multimodal support for
human behaviour include a DSML for multimodal

support, the test of further devices e. g., augmen-
ted reality approaches, and evaluations of these
devices together with end users.

Analysis and Evaluation. An ongoing state-
of-the-art analysis and regular evaluations of the
technical prototypes are taken for granted. Cur-
rently, we are planing the evaluation of various
notations for modelling the advanced HBMS con-
text, namely user models, environment models
and spatial models.

Moreover, the developed HBMS-System is ap-
plicable in several other domains, e. g. medicine
(Czaplik et al. 2016), cyber-physical systems (Be-
rardinelli et al. 2017), production systems in the
area of Industry 4.0 or IoT applications. Further
investigations in these areas are planned.

Last but not least, such a system is not developed
with so much ambition that it remains only in
the prototype stage and (as so often in scientific
developments) is forgotten after a few years. We
hope to be able to bring it to market in the next
few years together with a development partner, so
that the HBMS system can fulfil its original vision
and be helpful for people.
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