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Abstract. In Computer Science, Software Engineering, Business Informatics or Information Systems,
conceptual modeling is an important tool and as such also contained in the respective curricular
recommendations. Especially in large university courses, an automated assessment of models can
improve the quality of teaching and learning. While there are many different approaches to automatically
assess conceptual models, these approaches, however, often only tackle a single aspect or a single type of
conceptual model. In this paper, we aim to take a comprehensive perspective on the topic and shed light on
the current state of the art and technique. Furthermore, as assessment approaches have to be developed in
accordance with appropriate teaching or learning activities and desired learning outcomes, we inquire in
which settings automated assessment approaches are included and to which extent didactic aspects are
taken into account. To this end, we have conducted a systematic literature review in which we identified 110
relevant publications on the topic which we have analyzed in a structured way. The results provide answers
to five relevant research questions and pinpoint open issues which should be inquired in further research.
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1 Introduction

Conceptual modeling is an important tool for de-
veloping systems in research and practice (Fettke
2009), such as organizational systems or infor-
mation systems. Against this background many
related fields of research, e. g. Computer Science,
Software Engineering, Business Informatics or
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Information Systems, put major emphasis on the
significance and value of a proper conceptual mod-
eling education in their curricula (Association for
Computing Machinery (ACM) 2018). Further-
more, learning and teaching conceptual modeling
approaches at universities and other institutions
of higher education have gained more and more
relevance (Recker and Rosemann 2009). In this
context, graphical and graph-based conceptual
modeling approaches, such as Unified Modeling
Language (UML), Entity-Relationship diagrams
(ERD), Petri nets, Event-driven process chains
(EPC) or Business Process Model and Notation
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(BPMN) are essential core components of the
mentioned curricula.

However, conceptual modeling can be consid-
ered a complex task as several different aspects
need to be addressed in order to develop models
of good quality (e. g. syntactic and semantic cor-
rectness and also pragmatic aspects) (Nelson et al.
2012), which makes learning as well as teaching
conceptual modeling a demanding task. Moreover,
there can be more than only one correct solution
for a particular modeling problem. Against this
backdrop, providing detailed individual feedback
and coaching for every student can overstrain lec-
turers and teachers, especially in large university
course settings, e. g., in Germany with sometimes
several hundreds of participants each semester.
Automated assessment systems can significantly
mitigate this situation and effectively support in-
dividualized learning and teaching of conceptual
modeling providing customized feedback on stu-
dents’ modeling efforts. Furthermore, they can
significantly relieve teachers in their manual as-
sessment tasks which are typically cumbersome
and tedious. Furthermore, automated assessment
is inherently more objective and consistent in com-
parison to the more subjectively affected manual
grading of conceptual modeling tasks.

In the following, we present the results of a sys-
tematic literature review focusing on approaches
and systems for automated assessment of concep-
tual models in education. In this context we have
systematically identified 110 relevant contribu-
tions on the topic which we have analyzed in a
structured way.

There are two issues which we would like to par-
ticularly address in this contribution. (1.) There
are many different approaches to automatically as-
sess conceptual models, but they often only tackle
a single aspect or a single type of conceptual model.
In this paper, we take a more global perspective
on existing approaches and available assessment
systems, hence, on the current state of the art and
technique. (2.) Furthermore, as assessment ap-
proaches have to be developed in accordance with
appropriate teaching or learning activities and de-
sired learning outcomes, e. g. competences to be

acquired, we inquire in which teaching and learn-
ing settings assessment approaches are included
and to what extent they take didactic aspects into
account.

In this paper, we aim at identifying the potential
of combining existing approaches and analyze the
current application scenarios. Initially, this litera-
ture review was motivated by the up-coming tech-
nical development and realization of assessment
algorithms and methods for conceptual models in
form of graph-based diagrams (see Sec. 2) in our
ongoing research project KEA-Mod (see footnote
on page 1). In this particular development, we
focus on ERD, different diagram types of the UML
as well as process models in form of EPCs, Petri
nets and BPMN as relevant diagram types in the
context of Software Engineering, Databases and
Business Process Modeling.

There is some current related work presenting
the results of comprehensive literature reviews,
such as the review by Deeva et al. (2021) which
systematically investigates automated feedback
systems for digital teaching and learning scenar-
ios in general but not particularly in the domain
of conceptual modeling. Moreover, Keuning et
al. (2018) present a systematic literature review
treating automated feedback generation for pro-
gramming exercises which is more closely related
but does not focus on conceptual modeling either.
While we agree that it can generally be a good idea
to seek inspiration from approaches presented in
other application domains, our literature review
concretely focuses on automated assessment of
conceptual models. We see significant benefits
and a further contribution to the current state
of research in addressing the following research
questions in this article:

RQ 1: Which aspects of conceptual models are
addressed through automated assessments?

RQ 2: Which technical methods are used to re-
alize the automated assessment of conceptual
models?

RQ 3: Are didactic aspects like competences or
learning objectives for conceptual modeling
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considered in the context of the automated
assessment?

RQ 4: Which form(s) of feedback for learners (if
any) does the automated assessment of con-
ceptual models produce?

RQ 5: At what stages of the learning process
(formative, summative) and in which context
(teaching method, course settings) are auto-
mated assessments of conceptual models in-
volved?

By addressing these research questions, we would
like to provide a comprehensive overview of the
state of the art but also new insights for colleagues
involved in the education of conceptual modeling
in higher education and even in organizational
practice, especially those interested in applying or
designing systems for the automated assessment
of conceptual models in education.

The remainder of this article is structured as
follows. In Sec. 2, the conceptual foundations of
the treated topics will be introduced, before Sec.
3 introduces the applied literature review method
especially focusing on the relevance criteria and
the literature search process. Sec. 4 presents the
review results regarding each of the developed
research questions which are discussed in Sec. 5
before Sec. 6 summarizes the findings and gives
an outlook on future work.

2 Conceptual Foundations
This section presents an introduction of the con-
ceptual foundations of the treated topics.

2.1 Graphical and graph-based
(conceptual) models

45 years after Chen (1976) proposed his Entity-
Relationship-Model which is often regarded as
one of the first cornerstones for the domain of
conceptual modeling, there is no generally ac-
cepted definition for the term conceptual model.
Researchers are still struggling for consensus by ex-
amining existing definition proposals or exploring
the nature and anatomy of conceptual models (e. g.,
Guarino et al. 2020; Thalheim 2018). Thus, in the

Modeling
Language

SyntaxNotation Semantics
visualizes defines

meaning of

defines grammar

defines meaningdefines visualization

Figure 1: Modeling language components. Excerpt
from original figure in Karagiannis and Kühn (2002,
p. 3).

following we present a simple description of our
understanding of models. This notion is derived
especially from the viewpoint of the considered
disciplines Software Engineering, Databases and
Business Process Modeling.

Models are the central artifact of (conceptual)
modeling. A model is a representation of relevant
aspects of an object described in a modeling lan-
guage. It is intended for a specific usage scenario
and serves a specific purpose (Stachowiak 1973).
The modeled object does not necessarily have to
exist physically or virtually (i. e. model serving as
a copy of the modeled object), it can also be some-
thing that has yet to be constructed (i. e. model
serving as a design plan for the modeled object).
Examples for typical objects which are modeled
in the considered disciplines are information sys-
tems, data and organization structures or business
processes. According to Karagiannis and Kühn
(2002), a modeling language defines modeling
elements together with composition rules (syntax)
and describes the meaning or rather corresponding
element types from the context of the objects to
be modeled (formal semantics) as well as the form
of representation (notation) (see Fig. 1).

Typically the notation of modeling languages
from the considered disciplines provides graphical
symbols yielding in two-dimensional visual repre-
sentations (Moody 2009). Such representations
are also referred to as diagrams (Larkin and Simon
1987), which is often reflected by the name of spe-
cific model types, for example Entity-Relationship
diagram or UML class diagram. When graphical
symbols are used in a model, they are usually
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Figure 2: Core quality aspects in models, following
Krogstie et al. (1995).

annotated with textual labels to define their corre-
spondence in the context of the modeled object.
The modeling languages in the initial focus of
the literature search (ERD, UML, EPC, BPMN
and Petri nets1 ) are examples for such graphical
(or diagrammatic) modeling languages. More-
over, they exhibit another common characteristic:
they are graph-based. Accordingly, the corre-
sponding models exhibit a graph-structure where
modeling elements are specific nodes, which are
connected via specific edges (e. g., to define re-
lations or control-flow). While there exist both
non-graphical (e. g., WS Business Process Exe-
cution Language, BPEL) and non-graph-based
(e. g., F-Logic) conceptual modeling languages,
the focus of our literature review lies specifically
on models which are graphical and graph-based
likewise, in short: graph-based diagrams.

In order to reason about the quality of mod-
els, established frameworks (such as Krogstie
et al. (1995, 2006) and Overhage et al. (2012))
distinguish three essential quality aspects: syntac-
tic, semantic and pragmatic quality (see Fig. 2).
Those have been derived from the semiotic theory
of Morris (1988)2 .

Syntactical aspects address the conformance of
a given model and the used modeling language

1 Petri nets are to be considered graphical models when they
are described by a visual graph representation. While this is
the general case, it is not mandatory at all. In principle, spec-
ifying the element sets according to the formal mathematical
definition is sufficient.
2 German translation of the original source: Charles W.
Morris, Foundations of the Theory of Signs, International
Encyclopedia of Unified Science. Vol. 1, Nr. 2, Chicago,
1938

(Krogstie et al. 1995). Hence, to assess the syntac-
tic quality of a model, it has to be checked whether
the model uses only modeling elements which are
part of the modeling language (e. g., transitions,
places and directed edges for basic Petri nets, e. g.,
as described in Peterson (1981)) and also whether
the model adheres to the composition rules defined
by the modeling language (e. g., using directed
edges to connect only transitions with places or
vice versa. This also applies to the aforementioned
basic Petri nets).

Semantic aspects cover the correspondence of
a given model with the modeled object. As for the
semantic quality of a model, Krogstie et al. (1995)
distinguish between validity and completeness. A
model is valid, if the expressed information is
correct and relevant with regard to the modeled
object. It is furthermore complete, if the model ex-
presses all information that is correct and relevant
with regard to the modeled object. As the term
“semantics” already appears in the description of
a modeling language, it is necessary to distinguish
between two concepts here: 1) formal semantics
of a modeling language e. g., (e. g., Karagiannis
and Kühn 2002) and 2) semantic quality of a
model (e. g., Krogstie et al. 1995; Overhage et al.
2012). The further used terms “semantic aspects”,
“semantic errors” and “semantic correctness” refer
to the latter concept (semantic quality).

Pragmatic aspects arise as soon as a given model
is intended to be interpreted by humans which is
the case for most typical conceptual modeling
usage scenarios where models serve as communi-
cation instrument3 . Then, the pragmatic quality
describes the understandability of the given model
by a specific user (Houy et al. 2014). Tradition-
ally, this is achieved by empirically measuring
both objective and subjective dimensions of un-
derstandability effectiveness and efficiency during
experiments (Houy et al. 2012). However, a gen-
eral measure which abstracts from the experience

3 Mentionably, pragmatic aspects can be neglected when a
process model is to be interpreted by means of an interchange
format in automated fashion only, e. g., by specifying the
process flow in a workflow management system.
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of a specific user has to consider established cri-
teria which are associated with a positive effect
on understandability, as they can be found for
example in modeling recommendations like the
Guidelines of Modeling (Schütte and Rotthowe
1998) and the Seven Process Modeling Guidelines
(Mendling et al. 2010) or drawn from graph aes-
thetics (Purchase 2002). Exemplary criteria are
model clarity, label and flow direction consistency
or minimal number of edge crossings.

One of the main obstacles to the assessment
of model quality in practice is the less tangible
nature of many aspects (beyond syntactic quality)
a model has to be compared against. For example,
information about the object to be modeled is hard
to grasp and yet a prerequisite for the assessment
of semantic quality. In the case of automated as-
sessment, that information additionally has to be
available and interpretable in digital form. How-
ever, the assessment of a student submission to a
simple model creation task where a given textual
description has to be modeled using a specified
modeling language is different from the assess-
ment of models created in a real-world modeling
context. With respect to semantic quality, infor-
mation about the object to be modeled is primarily
derived from the task description. It is thus fea-
sible for a task designer to (digitally) capture the
required contents of a model (e. g., in form of rules
or sample solutions) and perform corresponding
checks. Since a task description may (intention-
ally) include ambiguities, contextual information
(e. g. from the lecture) may serve as a secondary
source of information when creating rules, sample
solutions, or alike. The challenge to compare
model contents with the (probably undocumented)
(real-)world object (or even worse a future world
object, e. g. a new information system) that has
been modeled, for example via investigations, in-
terviews or user questionnaires does not apply
here.

Moreover, it should be emphasized that model
quality is not limited to the core quality aspects syn-
tactic, semantic and pragmatic quality discussed
here. For example, depending on the intended ap-
plication context and model purpose, a model can

be evaluated against the modeling goal (Krogstie
et al. 2006) refer to the so-called "organizational
quality"). A multi-perspective framework address-
ing the quality of reference models providing a
large set of aspects (also including aspects relevant
for conceptual models in general) is presented by
Frank (2006). Such aspects can only be assessed
in student’s models if the corresponding task is
designed accordingly which is usually not the case
for the aforementioned simple model creation
tasks.4 .

2.2 Didactic aspects
In recent decades, educational theory has
formed the idea of output-oriented learning
and competence-based assessments. Following
these ideas, each learning activity should be
associated with the expected learning outcome
that describe what learners know or are able to
do on completion of the learning activity. These
goals are usually described in terms of compe-
tences and thus not on the level of knowledge
facts, but on the level of skills that are necessary
to solve practically relevant, complex tasks and
problems within a specific domain (Bachmann
2018; Weinert 2001). As a consequence, there
also needs to be an alignment between the learning
activities on the one hand and the assessment
activities on the other hand (Biggs and Tang
2011), since competences must be assessed using
domain-specific tasks (Koeppen et al. 2008).
Hence, (automated) assessment tools should not
be developed independently of the actual contents
of learning activities. Furthermore, assessment
tools should not be restricted to universal types of
assessment items that can be used in any domain
of study, but must also provide domain-specific
item types.

Bloom (1956) has proposed a taxonomy of
learning objects that has later been revised by

4 Yet, this raises the legitimate question whether simple mod-
eling creation tasks are sufficient in the context of teaching
and learning conceptual modeling or whether more elabo-
rate task types corresponding to competencies required in
a real-world modeling context are required. However, this
question is beyond the scope of this literature review.
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Anderson et al. (2000). These taxonomies help
to classify learning objectives according to their
required knowledge (e. g. factual knowledge, con-
ceptual knowledge, or procedural knowledge) and
cognitive processes (e. g. remember, understand,
apply, analyze, evaluate, or create). Due to the
intended alignment between learning objectives
and assessments, these taxonomies can also be
used to classify assessment items and thus check
whether an assessment actually assesses the com-
petences as it is intended to do. Notably, it may be
necessary to use more than one single assessment
item to assess whether a learner has a specific
competency and it may also be possible that a sin-
gle assessment item requires several aspects that
are classified in different places in the taxonomy.
For example, some tasks may require learners to
remember syntactical rules for some modeling
language and at the same time require them to
analyze a given process.

Assessment can happen in many different stages
of the learning process (see Fig. 3). According
to Mctighe and O’Connor (2005), one can in
particular distinguish between formative and sum-
mative assessments. Formative assessments take
place during the learning process and are primar-
ily intended to inform the learners about their
current progress within the learning process. Typ-
ical examples are lab exercises and coursework.
A formative assessment can be conducted by a
teacher or an assessment system, but also by an-
other learner (peer assessment) or the learners
themselves (self-assessment). Summative assess-
ments take place at the end of the learning process
and are primarily intended to make a final eval-
uation, i. e. to assign grades. Typical examples
are thus oral or written exams. They are typically
conducted by teachers, possibly with the help of
an automated assessment system.

2.3 Feedback
According to Hattie and Timperley (2007), feed-
back in the context of education is basically any
kind of information that is provided by some agent
and that informs learners about their performance
or level of understanding. The information can

Stages of the learning process

Diagnostic assessment
(e.g., initial test)

Formative assessment
(e.g., quizzes and assignments)

Summative Assessment
(e.g., final exam)

Before During After

Figure 3: Assessment in the context of the learning
process.

be of very different kind, such as corrective in-
formation, alternative strategies, additional facts,
or encouragement. However, feedback has to be
related to the previous performance in some way
in any case. More precisely, feedback is able to im-
prove learning, if its main purpose is to reduce the
discrepancies between the current performance
and the desired performance.

Giving effective feedback is not a trivial task.
The feedback model by Hattie and Timperley
(2007) defines three questions, effective feedback
should answer: "Where am I going?", "How am I
going?" and "Where to next?". Each of these ques-
tions clarifies a specific aspect of the discrepancies
between the current performance and the desired
performance. The first question relates to the goals
and thus the desired performance. The second
question relates to the current performance. The
third question provides some helpful information
to reduce the gap. In the context of conceptual
modelling, effective feedback could for example
point out that a model is incomplete because of
some missing relation between two elements and
suggest to look up a specific syntactic element.
In that case, it would name the goal (creation of
a model that expresses some relationship), the
current performance (the model is not yet com-
plete with respect to the goal) and provide helpful
information (suggest an element that might help
to express the missing relation).

Since feedback can convey very different kind
of information, feedback can also appear in dif-
ferent forms. A very common form of feedback
in educational contexts is numerical feedback in
terms of grades, marks or credit points. How-
ever, such feedback is inherently incomplete with
respect to the above mentioned feedback model,
because it only expresses the current performance
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in relation to the best expected performance, but
provides no information on how to reduce the gap.
That part can be taken by textual feedback, e. g.
by listing errors or omissions and thus naming
concrete aspects of the current performance that
need improvement. Especially in the context of
graph-based diagrams (but also in other domains
of study), feedback can also be graphical. For
example, missing elements can be added directly
to a diagram or wrong elements can be highlighted.
That kind of feedback is more concrete than tex-
tual feedback, since it not only tells learners what
to improve, but also demonstrates how to do it. In
that sense, revealing a sample solution is also a
valid kind of feedback. However, even if graphical
feedback does not reveal a solution directly, it is
proven to be more effective in specific situations
(Rieber et al. 1996), but the effect may also depend
on individual learning styles (Parvez and Blank
2008). According to Kleĳ et al. (2015), elaborate
feedback that provides explanations appears to
be more effective than providing a correct solu-
tion, which is in turn more effective than feedback
regarding the correctness of the answer.

2.4 Automated Assessment
The process of grading submissions and giv-
ing feedback can be supported by technology-
enhanced assessment systems. They are today
used in many contexts in higher education, while
the oldest known automated assessment systems
in computer science date back to the 1960s
(Hollingsworth 1960) and also automated assess-
ment of diagrams is known for about 20 years
(Tsintsifas 2002). Both examples belong to the
group of automated assessment systems that are
able to handle open-ended tasks in which stu-
dents submit some artifact they have created while
working on their assignment. Different to that,
there are also many automated assessment systems
that ask closed questions such as multiple-choice
questions.

If the primary focus of automated assessment
is on giving grades, it can be considered a clas-
sification task. In case of closed questions, it is

easily solved by defining a grade for each possi-
ble answer. In open-ended tasks it can be solved
by determining the position of a particular sub-
mission within the solution space. Depending
on the kind of task, there is one point or some
region (often even multiple points/regions) within
the space of all possible submissions that repre-
sents solutions receiving full credit. Other regions
may receive partial credit and some no credit at
all. That view on automated assessment is par-
ticularly common in conjunction with automated
essay grading (Valenti et al. 2003), but can also
be used in other domains like computer program-
ming (Gross et al. 2012). Usually, representative
sample solutions for the different grades are used
in these approaches and statistical methods are
employed to determine the closest sample solution
for each newly arriving submission. In the par-
ticular domain of modeling, the computation of
similarity or distance between models can make
use of graph-based properties of the submission
artifacts (Sousa and Leal 2015).

If automated assessment should also include de-
tailed feedback on specific errors or if a classifica-
tion approach is not feasible for some reason (e. g.
because computing plain similarities between sub-
mission artifacts is not meaningful), rule-based
approaches are often used. Again, closed tasks
can be handled quite easily by associating specific
feedback with every possible answer. For open-
ended tasks, most approaches automatically apply
a list of criteria to each submission and provide
specific feedback for each criterion that is not met.
Common examples of criteria are test cases in the
domain of computer programming (Keuning et al.
2018), evaluation of formulas in mathematics and
natural sciences (Muñoz de la Peña et al. 2013;
Sangwin 2013), or matching of specific terms in
short answers (Leacock and Chodorow 2003). In
the particular domain of modeling, graph pattern
matching can be used to check the fulfilment of
individual criteria (Striewe 2014; Thomas et al.
2008b). Notably, models typically include labels
in natural language, and thus mechanisms can be
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included that can handle spelling errors or syn-
onyms (Jayal and Shepperd 2009; Smith et al.
2013).

3 Method

The systematic literature review presented in this
article primarily draws on the guidelines of Brocke
et al. (2009, 2015) and considers further method-
ological recommendations where applicable, e. g.,
a review protocol as suggested by Kitchenham
and Charters (2007). According to the frame-
work for literature reviews proposed in Brocke
et al. (2009), the review scope has to be defined
first. This has been done in Sec. 1, where also
the research questions RQ1 - RQ5 were defined
precisely. Second, the topic of research has to
be conceptualised before in order to reason about
it and draw conclusions from analyzing relevant
publications in a systematic way, which we ad-
dressed with Sec. 2. Third, the literature search
process has to be performed and documented (this
section). Fourth, the literature analysis and syn-
thesis is carried out and the results are presented
in Sec. 4. Finally, a research agenda should be
drawn from the conclusions, which is included in
the discussion in Sec. 5 as well as in the outlook
in Sec. 6.

3.1 Relevance criteria
To identify publications providing evidence with
regard to the intended scope of the review and
the chosen research questions (Kitchenham and
Charters 2007), four relevance criteria were de-
cided in the planning phase of the review. For a
publication to be included in the literature review,
all of the following four relevance criteria C1-C4
have to be fulfilled.

C1: The publication addresses graph-based dia-
grams.

C2: The publication describes an (semi) auto-
mated assessment of such models.

C3: The described approach is intended for ap-
plication in an educational context.

C4: The addressed model type is taught in the dis-
ciplines computer science, business informatics
or information systems.

As intended, the application of those criteria dur-
ing the screening process led to the exclusion
of approaches for model types outside the scope
of this literature review, e. g., the publication of
Wĳesinghe et al. (2017), which have developed
an automated assessment of Venn and Euler dia-
grams. These are graphical but not graph-based
per se and thus violating criterion C1. With
criterion C2, we excluded (i) publications not as-
sessing models (e. g., the approach of Fan (2007),
where the modeling process itself is assessed)
and (ii) publications where the assessment pro-
cess is not directly supported through automation.
This means, we included publications describing
approaches assisting the assessment process by
e. g., clustering similar student solutions (Batmaz
and C. Hinde 2006; Al-Hoqani 2018) but ruled
out approaches with the mere application of a
digital modeling tool or a web-based learning
environment while the assessment of models is
completely performed manually (e. g., Krusche
et al. 2020). While there are undoubtedly also
powerful assessment approaches for conceptual
models in form of graph-based diagrams outside
the context of (higher) education, our research
questions are mainly concerned with the applica-
tion of automated assessment in an educational
context. Thus, we excluded for example the pub-
lication of Javed and Lin (2020), which describe
an approach for the automated assessment of ER
diagrams using domain knowledge. Due to crite-
rion C4, we also excluded publications concerning
diagrams not related to the disciplines in the focus
of this literature review, e. g., truss and free body
diagrams used in the fields of Statics and Physics
(Runyon et al. 2020).

3.2 Search process
The initial search was conducted in 02/2021 using
the Scopus5 search engine, which covers relevant
publishers of the targeted disciplines Computer

5 http://scopus.com
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Science, Business Informatics and Information
Systems, i. e. Elsevier, Springer, IEEE and many
more. Inspired by the systematic development
of search strings for automated search proposed
by Zhang et al. (2011), we first compiled a so-
called quasi-gold standard with 26 already known
relevant papers fulfilling all relevance criteria
which were obtained through previous manual
searches (see Table 5). In an iterative process
we tried to create a search string that yields in a
search result containing as much papers from our
quasi-gold standard as possible while the number
of papers in the result set was still manageable for
the subsequent manual analysis. The final search
string matched 24 of 26 papers of our quasi-gold
standard and included the following simplified
search terms which are made up of a combination
of relevant keywords.

• automatic marking OR automatic
grading OR automatic assessment
OR assessment system OR tutoring
system OR e-learning system OR
e-learning tool

• (automatic OR tool OR system)
AND (teaching OR education) AND
(checking OR testing)

• diagram* OR UML OR petri net OR
process modeling OR process models
OR database modeling OR dfa OR bpmn
OR business processes OR epc

The first two search terms were combined by an
OR-operator (meaning only one of them had to be
resolved to true) while the last search term was
added through an AND-operator (meaning those
keywords were required). Some keywords were
also varied by including both singular and plural
or regional spelling differences e. g., "modeling"
vs. "modelling": The search string was then
applied in the Scopus search and enriched with
additional database-specific filters (e. g., English
language, relevant subject areas) to search in title,
abstract and keywords. The complete search string
including the filters is presented in Listing 1 in the
appendix.

The result set consisted of 691 publications
of which 9 duplicates were excluded in a first
step (see Fig. 4 for an overview of the complete
search process). In the next step we screened each
publication with regard to the relevance criteria
presented in Sec. 3.1. To achieve this, we looked at
the title and abstract and if necessary at the full text.
This led to a much smaller result set consisting
of 68 publications fulfilling all four relevance
criteria. On this set we performed an iterative
backward search with three iterations where 32, 3
and 1 new relevant publications could be retrieved.
Subsequently, we performed a forward search on
the resulting set of relevant publications during
which 17 new relevant publications were found.
On these 17 publications we performed another
backward search leading to 2 further relevant
publications. While the next backward search did
not bring up new relevant publications, we were
able to obtain one further relevant publication
with a last forward search. From here on, no
new relevant publications could be retrieved with
further iterations. The resulting set of 124 papers
included all 26 publications of our quasi-gold
standard and was analyzed in detail.

For the literature analysis, we defined a data
extraction form in the context of the review pro-
tocol as proposed by (Kitchenham and Charters
2007) that allowed us to capture 25 aspects of
each publication in a systematic way. Some of
the aspects are phrased as questions that can be
answered either with "yes" or "no" for each paper
(e. g. "Does the paper report on checking syntac-
tic aspects?"), while others allow for lists (e. g.
"Which scientific disciplines does the paper refer
to?") or free-form notes (e. g. "What approach
is used for feedback generation?"). Of those 25
aspects, only 11 aspects are directly related to the
five research questions addressed in this article.
Those aspects are presented in Table 1 alongside
with further fields regarding metadata and general
aspects that were presented as general findings in
Section 4.1.

In a first pass, each paper was read by one mem-
ber of the research team and the respective entries
according to the data extraction form were made
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Short name Description/Question Coding/Values

Metadata & General aspects

Author(s), Title
and Year

Retrieved through Scopus or extracted manually in
case of other source during backward/forward search

self-explanatory

Citekey Key to bibtex database entry containing full citation self-explanatory
Source title What is the name of the journal or conference/work-

shop series where the publication originates?
name (strip year, issue, volume, iteration etc.)

Document type Does the publication originate from a journal (Ar-
ticle) or conference/workshop proceedings (Confer-
ence Paper)

One of: Article, Conference Paper

Quasi Gold
Standard (QGS)

Is the publication included in the QGS compiled
manually prior to the literature search?

One of: yes, no

Source In which step of the literature search was the publi-
cation retrieved first?

#id + description of step

Model type(s) Which types of models are covered by the approach
described in the publication? (Types were consoli-
dated bottom-up)

List of: UML class diagram, ER diagram, UML
sequence diagram, UML use case diagram, DFA,
digital circuit, UML activity diagram, UML state
machine, flowchart, coloured Petri net or individual

Universal Is the approach described as universal? One of: yes, no

RQ1: Addressed aspects

Syntactic aspects Does the automated assessment described in the
publication address syntactic aspects?

One of: not specified, no, yes, indirectly

Semantic aspects Does the automated assessment described in the
publication address semantic aspects?

One of: not specified, no, yes, indirectly

Pragmatic aspects Does the automated assessment described in the
publication address pragmatic aspects?

One of: not specified, no, yes, indirectly

RQ2: Technical realization

Technique or
method

Which techniques or methods are employed by the
approach for automated assessment described in the
publication? (Classes were derived bottom-up)

List of: model-based, rule-checking, constraint-
based, machine learning, simulation, testing, cluster-
ing or individual

Label analysis Does the publication report on employing a specific
technique on model element labels?

One of: yes, no (short description if yes)

Degree of
automation

What is the degree of automation of the approach
described in the publication?

One of: fully automated, semi automated (short
description if semi automated)

RQ3: Competences and learning objectives

Didactic aspects Are didactic aspects like competences or learning
objectives explicitly mentioned in the publication?

One of: yes, no, indirectly (short description if yes
or indirectly)

RQ4: Feedback

Textual feedback Does the automated assessment described in the
publication generate textual feedback?

One of: not specified, no, yes

Graphical feedback Does the automated assessment described in the
publication generate graphical feedback?

One of: not specified, no, yes

Score Does the automated assessment described in the
publication provide a score?

One of: not specified, no, yes, indirectly

RQ5: Educational context

Stage and Context Which stages of the learning process are reported as
suitable for the automated assessment described in
the publication? What is the application context?

List of: formative, summative, (short description of
application context) or not specified

Table 1: Data extraction form as part of the review protocol
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in a spreadsheet with a column for each of the
considered aspects. In a second pass, each column
in that table was re-checked and consolidated by a
member of the research team. With this procedure
we were able to detect inconsistencies between
the way different members of the research team
worked and could resolve these via joint discus-
sions and subsequent adjustments of the coding of
the entries in the spreadsheet. As most questions
were phrased as closed questions, the coding pro-
cedure was top down and rather straightforward,
except for the fields regarding addressed aspects
(Table 1, RQ1). Here, we decided to add "indi-
rectly" as possible value next to "yes" and "no"
(and "not specified") to account for the cases where
for example syntax rules are not checked explicitly
but the comparison with a sample solution implic-
itly addresses syntactic correctness (see Sec. 4.2).
For the openly coded fields (Table 1, Metadata:
Model type(s), RQ2: Technique or method) the
coding values were derived in a bottom-up fashion
through identification of consistent designators
respectively suitable classes. Moreover, all fields
presented in the data extraction form (Table 1) are
explained further during the presentation of the
results (see Sec. 4), for example our understand-
ing of "semi automated" and "fully automated"
(Table 1, RQ2: Degree of automation) is revealed
there.

Post analysis, we applied a filter on the original
set of 124 papers in order to exclude publications
describing only conceptual work which has not
been implemented yet with regard to the chosen
research questions of this paper aiming at exam-
ining the current state of the art. This led to the
exclusion of 14 publications and thus a final result
set of 110 selected publications. All publications
are referenced in Table 5 in the appendix. Because
of the large result set, we have opted to publish the
spreadsheet containing our analysis online so that
it is publicly accessible (Ullrich et al. 2022). This
both saves space in the article itself and allows
the interested reader to conveniently browse (and
reuse) the presented data.

3.3 Limitations
During the search process, we opted to exclude
publications other than journal articles and con-
ference papers. The contributions of a few PhD
theses we encountered were also published in other
form (and thus represented in the result set) and
some Master theses and technical reports could
not be retrieved.

Also, the forward search was limited to publi-
cations accessed via Scopus, which allowed for
an immediate display of a list of articles citing the
selected publication (“Cited by”).

Moreover, due to the original focus of our lit-
erature review on specific diagram types UML,
Petri nets, BPMN and EPC which is also partly
reflected in the search string, there is a risk of
bias, i. e. possibly leading to an overrepresentation
of these diagram types in the result set. How-
ever, the final results with regard to the covered
diagram types (see Sec. 4.1) do not support this
assumption.

4 Results

This section is structured into subsections ded-
icated to the research questions presented in
Sec. 1. It should be pointed out here, that the
literature analysis was performed on the basis
of the selected publications without aggregating
approaches belonging to the same assessment sys-
tem. Consequently, some approaches might be
over-represented in the set of selected publications.
This should be kept in mind when looking at the
numbers given in this section.

4.1 General findings
The set of 110 selected publications consists of
81 conference papers (ca. 74 %) and 29 articles
(ca. 26 %) (see. Fig. 5). Table 2 shows outlets
where two or more papers (𝑁 >= 2) of the result
set have been published. Notably, the selected
publications are scattered across 77 distinct out-
lets. These results indicate that the automated
assessment of models is a niche topic, mostly
placed in journals or at conferences with an edu-
cational focus. However it is also observed that
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Identified through Scopus database search 
N = 691

After duplicates removed
N = 682

Screened with regard to relevance criteria
N = 682

Excluded publications
N = 614

Relevant publications
N = 68

Iterative Backward and forward search
N = 56

Analyzed publications
N = 124

After post analysis filtering
N = 110

Excluded publications
N = 14

Included in this literature review
N = 110

Figure 4: Overview of the literature search process resulting in the set of papers used as basis for the review.

respective contributions are published at subject-
specific conferences in the context of modeling,
e. g., MODELS, Diagrams or SLATE.

The distribution of the selected publications
over the years is presented in Fig. 6. While there
is a peak of the number of publications observed
in the range of the years 2007 and 2011 and
a decrease afterwards, in 2018 the number of
publications is rising again. Possibly the curve
is following the general interest in the topic e-

Article

29

Conference paper

81

Figure 5: Share of type of the selected publications

learning as suggested e. g., by the Web of Science6
publication data for the keyword "e-learning".

The year 2021 should not be taken into account
here because the literature search was performed
in February of 2021.

Table 3 presents an overview about the model
types covered by the publications in the set of
selected papers. Again, those numbers have to
be interpreted with care, because (i) some ap-
proaches are over-represented in this set by being
included with multiple publications and (ii) some
publications describe approaches for more than
one model type. In addition, model types reported
only once are: (generic) automata diagram, CASE
diagram, BPMN, decision tree diagram, non de-
terministic finite automaton (NFA), push down
automaton (PDA), block diagram, EPC and Me-
tra Potential net plan. Moreover, 27 publications
strongly emphasize that the suggested approach is

6 https://www.webofknowledge.com
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Figure 6: Publication per year in the set of selected publications

of universal nature for graph-based diagrams (e. g.,
by using a generic term in the title like "graph-
based diagram" or just "diagram" or by explicitly
stating this in the text). Of those 27 publications,
22 describe an implementation and evaluation of
their approach for a specific model type (and thus
were counted respectively in Table 3) while 5
completely abstract from a concrete model type.
The individual analysis for each publication is
presented in Table 5 in the appendix (see column
“Model type(s)”).

4.2 RQ 1: Addressed aspects
In general, the 110 analyzed publications present
research approaches on the automated assessment
of conceptual models, especially on available sys-
tem implementations supporting automated model
evaluation and assessment which address and fo-
cus on a variety of different aspects. There are,
e. g., approaches focusing on particular design
patterns (Reischmann and Kuchen 2016, 2018,
2019; Van Doorn et al. 2019), structural aspects
of evaluated models (Batmaz and C. J. Hinde
2007; Smith et al. 2010; Soler et al. 2010b; Sousa
and Leal 2015; Thomas et al. 2009a) or on the
identification of defects (Hasker and Rowe 2011)
in student models. In the following, we analyze
the automated assessment of the model quality
aspects syntax, semantics and pragmatics.

The automated assessment of the model syntax
is supported in 71 of the 110 analyzed contribu-
tions. While 36 of these 71 contributions describe
dedicated and language-specific approaches for
syntax checking concerning the addressed concep-
tual model type, the other 35 contributions report

on matching student models with available sample
solutions regarding the modeling problem to be
tackled in a modeling task and thus implicitly also
check syntactic correctness. 35 of the 110 contri-
butions do not provide automated model syntax
checks and 4 of the 110 papers do not allow for a
secured statement about their system’s provision
of syntax checks.

The automated assessment of the model seman-
tics is supported by the approaches presented in
101 of the 110 analyzed papers. 56 of these 101
papers present dedicated approaches to check the
semantic correctness of student models in relation
to the modeling problem to be addressed in a
modeling task. 45 of the 101 papers implicitly
check for semantic correctness through matching
student models with sample solutions concerning
the modeling task. 7 of the 110 contributions
do not provide automated checks for semantic
correctness and for 2 of the 110 papers no se-
cured conclusion about their system’s provision
of syntax checks can be made.

In regard to the pragmatic aspect of conceptual
models such as model understandability, only 6 of
the 110 analyzed papers present an implemented
approach for automated assessment. Two of the
six papers assess pragmatic aspects of the model
quality, e. g., using established understandability
metrics (Thaler et al. 2016) or design patterns
(Coelho and Murphy 2007). The other four of
the six papers describe indirect solutions for un-
derstandability assessment based on manual as-
sessment or matching model solutions with given
models which are considered to be easy to under-
stand, e. g., in the contributions by Boubekeur et al.
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Journal N

International Journal of Artificial Intelli-
gence in Education

5

ACM Journal on Educational Resources
in Computing

2

IEEE Transactions on Learning Technolo-
gies

2

International Journal of Distance Educa-
tion Technologies

2

Conference N

ACM Innovation and Technology in
Computer Science Education Conference
(ITiCSE)

10

International Conference on Intelligent
Tutoring Systems (ITS)

5

International Computer Assisted Assess-
ment Conference (CAA)

4

International Conference on Model
Driven Engineering Languages and Sys-
tems (MODELS)

4

ASEE Annual Conference & Exposition 2
World Conference on Educational Multi-
media, Hypermedia and Telecommunica-
tions

2

International Conference on Artificial In-
telligence in Education (AIED)

2

International Conference on Computer
Supported Education (CSEDU)

2

International Conference on Computers
in Education (ICCE)

2

International Conference on the Theory
and Application of Diagrams (Diagrams)

2

Koli Calling Conference on Computing
Education Research

2

Symposium on Languages, Applications
and Technologies (SLATE)

2

Table 2: Outlets with two or more publications from
the result set.

Model type N

UML class diagram 40
ER diagram 38
UML sequence diagram 7
UML use case diagram 6
deterministic finite automaton 5
digital circuit 4
UML activity diagram 4
UML state machine 3
flowchart 3
coloured Petri net 2
EER diagram 2

Table 3: Model types covered by the approaches de-
scribed in the set of selected publications with 𝑁 >= 2.

(2020), Sanchez-Ferreres et al. (2020), and West-
ergaard et al. (2012, 2013). 99 of the 110 papers
do not provide automated checks for pragmatic
model aspects and 5 of the 110 papers do not make
any statements and do not allow for a secured state-
ment about their provision of automated checks
for pragmatic model aspects.

Hence, regarding the research question concern-
ing the addressed aspects of conceptual models
in automated assessment systems it can be stated
that current available approaches mostly address
semantic and syntactic correctness - in both cases
either as reported explicitly - or implicitly by
matching student solutions with sample solutions.
Pragmatic aspects currently play a subordinate
role in the automated model assessment.

4.3 RQ 2: Technical realization
In this section we analyze aspects regarding the
technical realization of the approaches presented
in the 110 reviewed papers from their presen-
tation of the implementation details. Three pa-
pers did not reveal enough information about the
implementation to be included in this analysis.
In the remaining 107 papers, we (i) identified
several technical methods used in the respective
approaches and analyzed (ii) the use of specific
techniques addressing the problem of label match-
ing in graph-based diagrams and (iii) the degree
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of automation in the automated assessment ap-
proach. The results are presented in the following
paragraphs.

78 papers report on employing model com-
parison methods. Here, the assessed model is
compared against one (or more) solution model(s).
This has been achieved through e. g., similarity
measures (Fauzan et al. 2020; Shukur and Mo-
hamed 2008; Sousa and Leal 2015; Vachharajani
and Pareek 2019) or graph matching (Outair et al.
2021; Reischmann and Menezes 2019). Rule-
based approaches employing the checking of cri-
teria have been reported in 41 papers. Examples
are approaches based on rules in form of graph
queries (Striewe and Goedicke 2011), properties
(Westergaard et al. 2012), metrics (Lino et al.
2019), defects (Hasker and Rowe 2011) or search-
ing patterns (Van Doorn et al. 2019) in the as-
sessed model. Also the so-called constraint-based
approaches (e. g., Baghaei and Mitrovic 2007a;
Mitrovic and Suraweera 2016) from the intelligent
tutoring systems research area (15 papers) were
attributed towards rule-based approaches. Four
recent papers present approaches exploiting the
potential resting within machine learning methods
(Boubekeur et al. 2020; Lino et al. 2019; Reis-
chmann and Menezes 2019; Stikkolorum et al.
2019). Further examples for specific techniques
reported in rare cases are e. g., simulation of the as-
sessed model (Jayawardena et al. 2018; Ogata and
Kayama 2019; Ogata et al. 2019), testing strategies
(Beck et al. 2015; Shekhar et al. 2014), clustering
of models (Batmaz and C. Hinde 2006; Batmaz
et al. 2010; Al-Hoqani 2018) and the alignment of
the assessed model with an annotated textual de-
scription (Sanchez-Ferreres et al. 2020). Notably,
the aforementioned categories are not exclusive.
While the majority of papers (70 of 107) has been
mapped to a single category of methods or tech-
nique, there are 37 papers combining several of
those. Often a model comparison approach is
enhanced with some kind of rule-checking, e. g.,
to assess syntactic correctness (Correia et al. 2018;
Thomas et al. 2008c).

We also analyzed the use of specific tools and
techniques to address the problem of label match-
ing in graph-based diagrams. 38 papers explicitly
report on employing techniques to handle spelling
errors or synonyms within the labels of model
elements. This is useful e. g., for approaches us-
ing model comparison methods when matching
model elements of a student solution with a model
element of a sample solution or for rule-based
approaches using criteria checking to be able to
identify modeling elements where checks should
be performed upon. Specifically, examples for
employed tools and techniques are calculating the
edit-distance (Thomas et al. 2009a,c), regular ex-
pressions (Demuth and Weigel 2009; Reischmann
and Kuchen 2019), spell checking dictionaries,
stemming algorithms, Soundex database (Vach-
harajani et al. 2012), generic (WordNet) (Bian et
al. 2019) or domain-specific synonym databases
(Thomas et al. 2009b). Three publications in our
result set are focused on the problem of label
matching in graph-based diagrams and present
elaborate approaches employing most of the above
mentioned tools and techniques (Jayal and Shep-
perd 2009; Thomas et al. 2009b; Vachharajani
et al. 2012).

Regarding the degree of automation, 88 of the
110 analyzed papers report on fully automated
assessment approaches. The remaining 22 papers
could be classified as semi automated because they
require manual activity during the assessment pro-
cess. For example, unknown or ambigous model
elements are manually assessed or mapped by
tutors (Batmaz and C. J. Hinde 2007; Al-Hoqani
2018; Ichinohe et al. 2019; Siepermann 2016) or
manual review and enhancement of automated
assessment is required explicitly (Coelho and Mur-
phy 2007; Ogata et al. 2019). The four identified
machine learning approaches were also counted
towards this category, because training data by
previous manual assessments is required here.

In summary, the reported findings with regard
to RQ 2 reveal that most implementations of auto-
mated assessment approaches involve the compari-
son of a student model with one or more modeling
solutions. Also rule-based approaches are used
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commonly. Moreover, a variety of other tech-
niques, also specifically addressing the problem
of label matching in graph-based diagrams has
been listed in the above results.

4.4 RQ 3: Competences and learning
objectives

Most papers found during the review seem to
tackle the subject from a technical perspective. In
99 of the 110 papers there are no or only very
vague and abstract references to competences,
learning objectives or any other kind of didactic
foundations. The need for automated assessment
is in many cases motivated by a large amount of
students and the burden of grading coursework or
exams manually, without naming specific compe-
tences to be assessed or skills to be trained. Some
papers are slightly more specific, e. g. Bañeres et
al. (2014) refer to a concrete curriculum and the re-
lated learning objectives on a rather abstract level.
Others (like e. g. Siepermann et al. (2013)) at least
refer to the possibility to rank tasks according to
their difficulty and required knowledge.

Four papers are more specific and name actual
skills. Reischmann and Kuchen (2016) motivate
their work with the need for assessing "higher-level
software engineering skills" and specifically work
on assessing the use of software design patterns,
but give neither references nor detailed definitions
on how software engineering skills are ranked and
what defines a higher level. Ichinohe et al. (2019)
refer to Sendall and Kozaczynski (2003) when
they state that modeling requires "the ability to
create a model", "the ability to understand require-
ments of software" and "the ability to preserve the
status when there are changes in the model". They
argue that novices specifically miss the ability
to understand requirements of software and thus
cannot review their own work, which motivates
the creation of an automated feedback tool. Two
papers from the same group of authors (Baghaei
and Mitrovic 2007b; Baghaei et al. 2007) refer to
collaboration on modeling and problem solving
and include a larger set of references to previ-
ous work on computer-supported collaborative
learning.

Another set of four papers is even more specific
with respect to educational theories on compe-
tences or learning objectives by referring explic-
itly to the taxonomy of educational objectives by
Bloom (1956) or its revised version by Anderson
et al. (2000). All four papers motivate their work
by the aim to reach either generally "higher levels"
within these taxonomies or more specifically the
"application" level. These references stress the
fact that conceptual modeling not only requires
theoretical knowledge, but also practical skills that
can only by obtained and strengthened through
application. They can also be used to distinguish
between general purpose automated assessment
systems that ask and grade closed questions on
the level of knowledge and understanding on the
one hand, and more sophisticated automated as-
sessment systems that grade models created by
students on the other hand. However, most papers
found during the review actually do the latter, but
without giving references to the application level
of the taxonomies.

In three papers, major references to educational
aspects other than competences or learning objec-
tives could be found. Zakharov et al. (2005) name
"learning from performance errors" as learning
theory, Ifland et al. (2012) mention the Cogni-
tive Apprenticeship Model, and Py et al. (2013)
refer to empirical research on difficulties in object-
oriented modeling. Similar to the rare references
to the taxonomy of educational objectives, there
are much more papers that actually make use of
some learning theory or teaching model, but do
not make these references explicit.

Hence, with respect to RQ 3 it can be stated
that didactic aspects like competences or learning
objectives for conceptual modeling are only rarely
named explicitly in the context of the automated
assessment. Notably, that does not mean that they
are not considered at all or under-researched in
general. It is possible that didactic aspects are
published in other places without digging into the
details of system descriptions (or before an actual
system has been implemented) and have thus been
excluded by the relevance criteria. Moreover,
many papers implicitly include didactic aspects,
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but without naming theories explicitly or giving
references to foundational work.

4.5 RQ 4: Feedback
Feedback in any form is crucial for learners to im-
prove their understanding of the modeling domain.
Some of the papers do not describe the type of
feedback explicitly or only in a short paragraph.
Nevertheless, in many cases, it was possible to
infer the type of feedback used by looking at the
illustrations. However, in 7 of the 110 found
papers, the provided feedback is not described
explicitly and could not be derived from illustra-
tions of the assessment system. There are many
ways, in which form feedback for a learner can
be presented. Many of the reviewed papers use
either a) textual feedback, b) graphical feedback
or c) numerical feedback.

Textual feedback are (often) pre-defined text
blocks, which are given to the student as feedback
based on a sample solution or rule/constraint-
based comparison. It can be divided into two
different categories: Providing general informa-
tion about the whole diagram and feedback to
a specified model element. Bian et al. (2019)
use textual feedback to provide the learner with
the found model element matches compared to a
sample solution. Another approach is shown by
Reischmann and Kuchen (2019). They try to iden-
tify the used design patterns in a model. Based on
the recognized design pattern, they deliver textual
feedback two-staged. Correia et al. (2018) use a
multi-stage approach to give more detailed textual
feedback every time a wrong solution is uploaded
by a learner. Smith et al. (2013) utilize the textual
feedback to deliver general information like the
number of identified model elements and if these
match the number of model elements in the sample
solution.

The term graphical feedback describes anno-
tations in the learners solution. These could be
simple feedback such as texts at the corresponding
model element, highlighting of model elements,
or overlaying the learners solution with the sample
solution. Thomas et al. (2007b) show an approach
in which they overlay the learners solution with

the model solution. The learner can gain deeper
insight by selecting different parts of the diagram
which will highlight the corresponding part of the
task text. A set of four papers from the same au-
thors describe a semi-automatic system, in which
an evaluator marks the modeled elements with a
three-color-encoding (Batmaz and C. Hinde 2006;
Batmaz and C. J. Hinde 2007; Batmaz et al. 2010;
Stone et al. 2009). Werf and Steehouwer (2019)
also uses color-encoding and detailed feedback,
when a learner selects a specific model element. In
contrast to the previously described the feedback
is not delivered after the submission of the task
but live.

Most of the papers found generate either a score
in percent (for example Echeverria et al. (2017)
and Siepermann et al. (2013) or total score (such
as Bian et al. 2019). Also, often these scores are
shown to the learner as a mark (like Shukur and
Mohamed 2008; Thomas et al. 2007a). Several
papers generate a grading based on the degree of
similarity to a sample solution (Echeverria et al.
2017; Ichinohe et al. 2019; Simanjuntak 2015).
It seems that most papers focus on generating
a single score, even if the grading is based on
different categories.

44 publications were found which concentrated
on one of the above-mentioned feedback types
in their assessments. Especially in the context
of formative assessment, it can be advantageous
to give the student feedback in as many ways as
possible. From the 110 papers found, only 11
(ca. 12,1%) mentioned textual, numerical, and
graphical feedback connected. One application,
which uses all feedback types mentioned above,
is shown by Bian et al. (2019). The feedback is
generated by comparing against a sample solu-
tion. The textual feedback includes all matches
found while the similarity quantification is shown
highlighted in the learners solution. Thomas et
al. (2008c) implemented various tools for auto-
mated marking of diagrams with different types
of feedback. One tool, which uses all feedback
types is called Sequence Diagram Drawing Exer-
ciser. Incorrect model elements are drawn with
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dashed lines. The learner can get additional tex-
tual feedback by clicking a button. A mark is
calculated based on so-called minimal meaningful
units. Another paper found using all feedback
types is shown by Tselonis and Sargeant (2007).
All feedback is shown in the modeling area of the
tool via a popup.

There seems to be a lack of systems, which
take learning objectives or competencies into ac-
count for the feedback generation. Higgins et al.
(2002) concluded that not only the type of feed-
back but also the amount of feedback in particular
can be crucial for the learning process. Sanchez-
Ferreres et al. (2020) explicitly addressed syntax,
semantics, and pragmatics as error types . In five
more recent papers, a multi-level feedback was
described (Correia et al. 2017, 2018; Reischmann
and Kuchen 2018, 2019; Werf and Steehouwer
2019). Not only feedback in the form of error
naming supports the learner in his learning pro-
cess. Three papers name hints (D’Antoni et al.
2015; Demuth and Weigel 2009; Hasker and Rowe
2011), two paper mentioned questions (Elmadani
et al. 2015; Parvez and Blank 2008) as feedback.
Another aspect of feedback is shown by D’Antoni
et al. (2015). They use counterexamples to en-
able the learner to improve his or her learning
additionally. Referring to RQ3, Parvez and Blank
(2008) do not use learning competencies but try to
identify different learning types (e. g., Active, Re-
flective) and use the appropriate textual feedback
like examples or questions.

In summary, it can be said regarding RQ 4 that
various types of feedback were reported. How-
ever, the feedback is often not explicitly described,
but named in a short paragraph or only visible
through figures while the paper focuses other as-
pects of e-assessment. Therefore it is possible,
that the feedback types named are not complete.
Also, the feedback type itself does not take the
feedback quality into account. Since in many pub-
lications the feedback was not directly described
it is difficult to distinguish whether given feed-
back only contains a list with found errors or the
learner is guided to a correct solution by hints and
explanations.

4.6 RQ 5: Educational context
Usage scenarios for the automated assessment
of conceptual models reported in the literature
are clearly dominated by formative settings (57
papers), while only seven papers report solely
about summative use. Twelve papers report on
both kinds of settings and 34 papers make no clear
statement about the usage scenarios at all.

There seems to be some alignment between the
reported use and the feedback modes as discussed
in the previous section. All papers that describe
summative scenarios report on feedback in terms
of numerical grades or marks (except two papers
that make no statement on that aspect), while only
21 out of the 57 papers describing exclusively
formative use report on that kind of feedback.
In turn, eleven out of the 19 papers that describe
summative scenarios report on textual or graphical
feedback, while 60 out of 68 papers on formative
use report on that kind of feedback.

While the summative use is clearly focused on
grading examination submissions, the use in for-
mative settings is much more diverse. 20 papers
report on scenarios in conjunction with course-
work and thus focus on feedback that is provided
after students have finished working on their sub-
mission. However, re-submissions of revised work
is usually possible in these scenarios, which dis-
tinguishes them from summative grading. Papers
that report on both summative and formative use
also mostly take coursework as an example for
the latter. Another set of 20 papers reports on
scenarios related to automated tutoring, although
the systems used in that context are not neces-
sary naming themselves "(intelligent) tutoring
systems". The focus in these scenarios is on a
close interrelation between the creation of a model
and the provision of feedback. Hence, feedback
is not related to an explicit submission, but can
also be provided while working on a diagram.
Seven papers report on lab-classes as usage sce-
narios for their systems, which offers to option
for additional human tutoring in addition to the
automated feedback. One of those (Coelho and
Murphy 2007) focuses on collaborative learning in
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class and there are others (Constantino-Gonzalez
et al. 2003; Constantino-González and Suthers
2000; Echeverria et al. 2017) that also focus on
collaborative learning in general.

Seven papers describe more general learning
tools which can be used in a variety of contexts.
For example, Hasker and Rowe (2011) describe a
tool that allows students to check any UML model
for defects, and Shekhar et al. (2014) provide feed-
back not only to automatically generated practice
problems from their tool, but also to problems
taken from other sources such as textbooks. No-
tably, that latter case of general learning tools is
the only case in which an automated assessment
tool can be seen solely as an additional learning
aid. In contrast to that, the tools in all other sce-
narios so far are intended to be at least a partial
replacement for human tutors and teachers, e. g.
to save them from the burden of tedious grading
tasks and thus help them to focus on individual
feedback, or to provide feedback in cases in which
not enough human resources are available anyway.

Notably, the share of papers that report on
in-class usage of automated assessment systems
in our review is substantially smaller than it is
reported by Deeva et al. (2021) in their domain-
independent review of automated feedback sys-
tems. In that review, 54% of the papers have
reported in-class usage and 12% have reported
blended usage. However, that review explicitly
focused on papers that use the word "feedback"
in the tile and hence excluded all papers that use
other terms like "assessment" or "grading". In
our survey, we also include grading for exams
and coursework, that usually does not happen in
class. For the remaining, formative scenarios,
12% report explicitly on in-class usage and 53%
can potentially be used in blended scenarios, so
the total share for in-class and blended usage is
almost the same in our results, but the emphasis
is different.

As a summary for RQ 5 it can be stated that au-
tomated assessment systems for conceptual mod-
eling appear in any stage of the learning process
and that they are used in a variety of different set-
tings. There is an emphasis on tools for formative

feedback and these tools are often not limited to a
particular scenario, but can be applied in different
contexts.

5 Discussion

In this section, the previously presented results
are discussed. We also intend to reflect on lim-
itations and shortcomings in the context of our
analysis and possible strategies to overcome those.
Obviously, a common limitation to this study is
that the analyzed set of publications is likely to
miss a few relevant sources due to the restrictions
of the search. However, there is clearly a trade-off
between search repeatability using search-strings
and the completeness of the set of relevant articles.
As this article should provide an overview about
the addressed aspects rather than an in-depth anal-
ysis of a complete set of relevant articles, we opted
for search repeatability so that it is feasible to re-
peat the search (possibly adapted) in a follow-up
study.

5.1 RQ 1: Addressed aspects
The investigation of RQ 1 has revealed that cur-
rently available assessment systems mostly address
semantic and syntactic aspects. Notably, there is
an obvious interdependency between syntactic
and semantic aspects which is also mentioned by
Moody et al. (2002). A student model exhibit-
ing syntactic errors consequently has ambiguos
semantics, thus posing a challenge for automated
assessment approaches that needs to be addressed
and investigated further.

While pragmatic aspects, such as automated
model understandability assessment currently play
a subordinate role, it could be argued that par-
ticularly taking pragmatic aspects into account
can significantly improve the impact of model-
ing education for practical modeling projects and
conceptual modeling endeavors in companies, or
digital government projects. Conceptual models
can only fulfill their function and purpose properly
if they possess an appropriate pragmatic quality
e. g., understandability (Lindland et al. 1994). Fur-
thermore, model understandability is particularly
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important when conceptual models are used in
order to support the communication about and a
collective understanding of the functionality and
structure of information systems or organizational
structures to be developed in a project (Krogstie
2007). If users or stakeholders of a development
project in practice or research do not correctly
comprehend a conceptual model, the communi-
cation about the model content or the verification
of whether central requirements of the project
are effectively met is not possible (Houy et al.
2012). In order to avoid such situations, it is of ut-
most importance to develop pragmatically usable
conceptual models which are easy to understand.
This is why pragmatic model aspects should play a
more significant role in learning and teaching con-
ceptual modeling. Hence, this aspect could and
should be addressed more strongly in future imple-
mentations of automated assessment systems for
conceptual modeling. To this end, a closer look at
the identified approaches considering pragmatic
aspects that were described in Sec. 4.2 is advis-
able. Moreover, both results from the research
area of model understandability (Mendling et al.
2007; Vanderfeesten et al. 2008) and modeling
guidelines might serve as a good starting point.
While two such guidelines (Mendling et al. 2010;
Schütte and Rotthowe 1998) have already been
cited in Sec. 2.1, there is further relevant litera-
ture on this topic, e. g. pragmatic guidelines for
business process modeling (Moreno-Montes de
Oca and Snoeck 2015).

5.2 RQ 2: Technical realization
Tentatively, the results of RQ 2 are intended to
give a broad overview about the technical methods
employed in the context of the automated assess-
ment of models. However, due to the often very
rudimentary and simplified description of the tech-
nical implementation in scientific publications it
was not feasible to derive a precise classification
system and achieve a reliable mapping of the an-
alyzed papers to specific categories. This would
require further investigation (e. g., by interview-
ing developers or examining source code where
possible).

Also, however promising an automated assess-
ment of models may be, the technical realization
of such still presents a challenge due to the in-
herent degree of freedom in classical open-ended
modeling tasks (e. g., individual abstraction, la-
beling and layout choices have to be made) and
thus the lack of an unique correct solution. This
is reflected by comparative evaluations of auto-
mated assessment and human graders as reported
in the analyzed papers. Those clearly show that
while some results are quite impressive, overall
there is still space for improvement with regard to
the accuracy of automated assessment approaches
(e. g., Ogata et al. 2019; Stikkolorum et al. 2019;
Thomas 2013). To this end, a comparison of the
identified approaches with regard to the accuracy
of the automated assessment is desirable. Ide-
ally, this comparison reveals, which categories
of methods and techniques perform best (and for
which model types) and which strengths and weak-
nesses exist. This would require at minimum a
deeper analysis of the evaluations described in
the publications in the form of a meta study or
preferably, the conduction of a large comparative
evaluation where several (publicly available/ac-
cessible) approaches are tested against each other
on a common data basis of student models.

With this knowledge gathered, we see an espe-
cially big opportunity in combining and refining
already existing approaches for the automated as-
sessment of models. For example, some of the
elaborate approaches which were proposed for
the problem of label matching could be incorpo-
rated in either existing or upcoming assessment
approaches to overcome common obstacles in-
stead of reinventing the wheel each time. This
also applies for the transfer of existing approaches
to other model types or the even the development
of cross-language and universal assessment solu-
tions (for examples for the latter, see Table 5 in
the appendix).

5.3 RQ 3: Competences and learning
objectives

The most striking result with respect to compe-
tences and learning objectives was that only a few
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papers make explicit references to educational the-
ories. It might be true that this result is somewhat
biased due to the design of our inclusion criteria
and that in fact more tools have been designed
with educational theories in mind. Many papers
indeed create the impression that there are links to
theory that are not made explicit. Thus, a detailed
content analysis that maps key terms and concepts
from the papers to educational theories seems to
be advisable to come to more solid conclusions.

Nevertheless, the missing explicit links also
point towards another direction: Many papers
motivate system development with the burden of
tedious and error-prone manual grading and thus
strive to automate what educators currently do.
Omitting explicit references to educational theo-
ries thus means to miss the chance to reflect on
what is currently done in education. However,
that reflection seems to be advisable if automated
assessment should not only be designed to replace
manual work but to actually enhance the learn-
ing experience. Since assessing competences and
aligning assessments with learning objectives are
complex tasks, automated systems create the op-
portunity to use specialized systems that partially
solve these tasks and thus substantially improve
teaching, learning and assessment. Indeed we
have found some examples for systems that are
specifically tailored for some learning objective
(e. g. collaborative modeling) and that thus suc-
cessfully demonstrate that this is a meaningful
way to go. The further development of automated
assessment systems for conceptual modeling is
thus a chance to actually support more aspects of
modeling in education than it is currently done.

Because competences and learning objectives
do not only play a role in automated assessment
but are of utmost importance for teaching, learning
and assessment in general, further related research
activity regarding learning objectives and compe-
tence frameworks for conceptual modeling (e. g.,
Bogdanova and Snoeck 2019; Bork 2019; Soyka
et al. 2022) is also worthwhile pursuing.

5.4 RQ 4: Feedback
As stated in Sec. 4.5, the type of feedback was
not always clearly described and had to be in-
ferred by illustrations. However, we could identify
various types of feedback used in automated as-
sessment systems grouped into textual, graphical
and numerical feedback.

The investigation showed that feedback is of-
ten delivered only through one of the feedback
types. However, the type, quality and amount of
feedback used are rarely discussed in the reviewed
papers. When the feedback is not only used for
grading, these aspects should adapt to the learners
needs. It could be possible, that these aspects
were taken into account while designing the feed-
back of the automated assessment system, but are
not described in the publication. Therefore, it is
unfortunately not possible to conclude whether
these aspects have been taken into account.

There is a lack of papers that discuss, how feed-
back should be presented to the learner. It could
be beneficial to present the feedback graphically
because the learner can easily identify which feed-
back belongs to which model element. However
not every generated feedback can be traced to a
specific model element, for example semantic er-
rors like missing model elements, which requires
the use of other feedback representations. There-
fore, the combined use of different feedback types
should be favored.

Another aspect which is only discussed rarely
is the time, at which the learner receives feedback.
In most automatic assessment systems the learner
has to submit his solution and gets feedback af-
terward, even if the modeling tool is integrated
into the system. For formative scenarios, live feed-
back by the modeling tool could further enhance
the learning process. Especially syntax errors
could be detected by the modeling tool for specific
modeling languages.

5.5 RQ 5: Educational context
The consequences of the observations on educa-
tional contexts are two-fold and closely linked to
what we have already discussed for RQ 3 (Sec. 5.3):
On the one hand, the emphasis on formative tools
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that are not limited to a specific context means
that there are universal tools available that are
ready to be used by teachers independent of the ac-
tual teaching scenario. That is a promising result
for everyone who wants to use such systems for
teaching. On the other hand, it means that more
research may be necessary to develop systems
that support specific scenarios, like the existing
ones we have seen specifically for collaborative
modeling. Hence again, there seems to be a miss-
ing, deeper link between the design of automated
assessment systems and the theory behind a par-
ticular way of teaching. While available systems
are able to provide support for formative and sum-
mative scenarios in general, only a few of them
provide more support than the plain provision of
feedback. We have already discussed above that
there are many options for detailed feedback and
tailoring those options to specific scenarios is an
additional effort that seems to be valuable.

Notably, that does not mean that we advocate
in favor of the creation of a lot of specialized sys-
tems. Instead, we see the need for more carefully
designed configuration options that allow teachers
and students to adapt a general assessment system
to the particular needs of their scenario. Such
options could relate to the amount and type of
feedback, but also to e. g. time limits for submis-
sions, modeling aids in an integrated modeling
editor, or options for collaboration or peer-review.

6 Summary and Outlook

Besides the reported results, the performed litera-
ture review has also produced valuable questions
for future research as desired by Brocke et al.
(2009). First of all, an aggregation of the reviewed
publications would allow to answer more precise
questions about automated assessment systems in
terms of quantification (e. g., “How many systems
cover an automated assessment of UML class di-
agrams?”). Also, the results of the considered
research questions indicate further directions of re-
search. An overview contrasting the current state
with the open issues for the considered research

questions RQ 1-5 is given in Table 4 and has been
summarized below.

In regard to RQ 1, most of the reviewed pa-
pers reported on automated assessment systems
addressing semantic and syntactic aspects. Fur-
thermore, it was found that pragmatic aspects,
such as automated model understandability assess-
ment, play a rather subordinate role. We have
discussed in more detail why a stronger focus
on pragmatic aspects in learning and teaching
conceptual modeling could significantly improve
the practical impact of conceptual modeling, espe-
cially when conceptual models are used for human
communication purposes in organizations or in
development projects. Looking at current sys-
tem implementations for automated assessment of
conceptual models it can, nevertheless, be stated
that there is a whole lot more potential to involve
pragmatic model aspects and, thus, to improve
teaching conceptual modeling by supporting learn-
ing and teaching with a focus on pragmatic model
quality aspects.

The analysis of the selected papers in regard to
RQ 2 led to the identification of numerous methods
and techniques used for the technical realization
of an automated assessment of conceptual models.
Yet, as discussed, the inquiry has also shown that
a precise category system of existing methods and
a meta study analyzing the accuracy of specific
methods is desirable. Such a knowledge base
would allow the identification of suitable and
promising approaches for application purposes
in teaching and learning scenarios as well as for
refinement with the goal to create more powerful
tools for the automated assessment of conceptual
models.

The examination regarding RQ 4 showed that a
variety of feedback types are used in automated
assessment systems. A large set of papers focus on
grading the learner solutions and provide feedback
based on the found errors. There seems to be a
lack of automated assessment systems that provide
feedback taking the state of learning into account.
For the most part, no distinction is made between
formative and summative scenarios in the type of
assessment. There has also been limited research
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Current state Open issues

RQ 1: Which aspects of conceptual models are addressed through automated assessments?

• Most publications present approaches address-
ing semantic and syntactic aspects

• Pragmatic aspects such as understandability
are addressed only in rare cases

• Stronger emphasis on pragmatic aspects in
automated assessment (also consequently rep-
resented in learning content and objectives)

• Further investigation of the interdependency
between syntactic and semantic aspects in the
context of automated assessment

RQ 2: Which technical methods are used to realize the automated assessment of conceptual
models?

• Predominantly used methods are model com-
parison and rule-based approaches

• Recent emergence of machine learning ap-
proaches

• For label processing, elaborated approaches
have been proposed

• Need for a meta-study comparing the accuracy
of specific methods

• Stronger focus on developing cross-language,
i. e. universal assessment approaches for graph-
based diagrams

• Take advantage of the opportunity to incorpo-
rate and improve already existing solutions

RQ 3: Are didactic aspects like competences or learning objectives for conceptual modeling
considered in the context of the automated assessment?

• Need for automated assessment primarily mo-
tivated by burden of manual grading in courses
with a large amount of participants

• Didactic aspects only rarely named explicitly
(and if, only vague references)

• References to educational theory should be
made explicit, e. g., by creating links between
assessment items and desired competences or
learning objectives

RQ 4: Which form(s) of feedback for learners (if any) does the automated assessment of
conceptual models produce?

• Feedback in textual, graphical and numerical
form has been reported (often inferred through
figures)

• Stronger consideration and inclusion of the
type and level of detail of feedback depending
on the application context

RQ 5: At what stages of the learning process (formative, summative) and in which context
(teaching method, course settings) are automated assessments of conceptual models involved?

• Automated assessment systems appear in any
stage of the learning process

• Emphasis on tools for formative feedback
• Tools often not limited to a particular scenario

• Need for more carefully designed configu-
ration options to adapt a general system to
particular needs or a specific scenario (forma-
tive, summative)

Table 4: Overview contrasting current state and open issues regarding the considered research questions
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into what type and level of detail of feedback is
best suited to an automated assessment approach.
In particular, formative assessment should focus
on the learning progress of the individual. Ac-
cordingly, feedback given in this scenario should
be more detailed than in a summative scenario
and allow the learner to deepen their knowledge.

Based on the results for RQ 3 and 5 it can be
concluded that more explicit connections between
automated assessment systems on the one hand
and educational settings and theories on the other
hand can be created. A large set of papers made
no explicit and deep references to educational
theories and did not design their systems for a
particular scenario. Thus, more detailed work is
necessary to find out which actual competences
in the area of conceptual modeling can already
be assessed with automated systems and how that
aligns with the scenarios that are actually used to
teach these competences. Any gap that may be
found during that analysis is then to be closed with
further research on automated assessment systems
that are specifically tailored to these competences
and scenarios.
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Appendix

Table 5: Resulting set of papers regarded in the systematic literature review. The column QGS indicates whether a
paper was included in the quasi-gold standard used for the development of the search string.

Publication QGS Year Model type(s)

Hall and Gordon (1998) 1998 ER diagram
Hoggarth and Lockyer (1998) x 1998 CASE diagram
Constantino-González and Suthers (2000) 2000 ER diagram
Mitrovic et al. (2001) 2001 ER diagram
Higgins et al. (2002) 2002 flowchart, digital circuit
Suraweera and Mitrovic (2002) x 2002 ER diagram
Constantino-Gonzalez et al. (2003) 2003 ER diagram
Smith et al. (2004) 2004 universal
Suraweera et al. (2004) 2004 ER diagram
Suraweera and Mitrovic (2004) 2004 ER diagram
Waugh et al. (2004) 2004 ER diagram
Baghaei and Mitrovic (2005) 2005 UML class diagram
Baghaei et al. (2005) 2005 UML class diagram
Blank et al. (2005) 2005 UML class diagram
Moritz et al. (2005) 2005 UML class diagram (further UML diagram types possible)
Thomas et al. (2005) x 2005 universal (ER diagram)
Tselonis et al. (2005) 2005 universal (ER diagram, UML class diagram)
Zakharov et al. (2005) 2005 EER diagram
Baghaei et al. (2006) 2006 UML class diagram
Baghaei and Mitrovic (2006) 2006 UML class diagram
Batmaz and C. Hinde (2006) x 2006 ER diagram
Higgins and Bligh (2006) x 2006 universal (ER diagram)
Le (2006) 2006 UML class diagram
Prados et al. (2006) 2006 ER diagram
Thomas et al. (2006) x 2006 ER diagram
Baghaei et al. (2007) 2007 UML class diagram
Baghaei and Mitrovic (2007b) 2007 UML class diagram
Baghaei and Mitrovic (2007a) 2007 UML class diagram
Batmaz and C. J. Hinde (2007) 2007 ER diagram
Coelho and Murphy (2007) 2007 UML class diagram
Thomas et al. (2007b) 2007 universal (ER diagram)
Thomas et al. (2007c) 2007 universal (ER diagram)
Thomas et al. (2007a) x 2007 universal (ER diagram)
Tselonis and Sargeant (2007) 2007 universal (ER diagram)
Waugh et al. (2007) x 2007 ER diagram
Auxepaules et al. (2008) 2008 UML class diagram
Parvez and Blank (2008) 2008 UML class diagram
Shukur and Mohamed (2008) x 2008 automata diagram
Thomas et al. (2008b) 2008 universal (ER diagram)
Thomas et al. (2008c) 2008 universal (UML sequence diagram)
Thomas et al. (2008a) x 2008 universal (UML sequence diagram)
Batmaz et al. (2010) 2009 ER diagram
Demuth and Weigel (2009) 2009 UML class diagram
Jayal and Shepperd (2009) x 2009 universal (UML activity diagram)
Stone et al. (2009) 2009 universal (ER diagram)
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Table 5 – continued from previous page
Publication QGS Year Model type(s)

Thomas et al. (2009b) 2009 universal (ER diagram)
Thomas et al. (2009a) x 2009 universal (ER diagram)
Thomas et al. (2009c) 2009 universal (ER diagram, UML sequence diagram)
Smith et al. (2010) x 2010 universal (UML class diagram, UML sequence diagram)
Soler et al. (2010a) 2010 UML class diagram
Soler et al. (2010b) x 2010 UML class diagram
Suraweera et al. (2010) 2010 universal (ER diagram)
Bolloju et al. (2011) 2011 UML class diagram
Guo et al. (2011) 2011 universal (ER diagram, flowchart)
Hasker and Rowe (2011) 2011 UML class diagram, UML use case diagram
Hasker (2011) 2011 UML class diagram
Holland et al. (2011) 2011 UML (diagram type not specified)
Němec and Fasuga (2011) 2011 universal (ER diagram, UML class diagram, digital circuit)
Soler et al. (2011) 2011 ER diagram
Striewe and Goedicke (2011) x 2011 UML class diagram (further UML diagram types possible)
Thomas et al. (2011) x 2011 universal (ER diagram, UML sequence diagram)
Ifland et al. (2012) 2012 UML class diagram
Schramm et al. (2012) 2012 UML class diagram, UML activity diagram
Thomas et al. (2012) 2012 universal
Vachharajani et al. (2012) 2012 UML use case diagram
Westergaard et al. (2012) x 2012 coloured Petri net
Alur et al. (2013) x 2013 deterministic finite automaton (DFA)
Py et al. (2013) 2013 UML class diagram
Siepermann et al. (2013) 2013 Metra Potential Method net plan
Smith et al. (2013) x 2013 universal (ER diagram, UML sequence diagram)
Thomas (2013) 2013 universal (ER diagram)
Westergaard et al. (2013) x 2013 coloured Petri net
Bañeres et al. (2014) 2014 digital circuit
Hasker and Shi (2014) 2014 UML class diagram
Outair et al. (2014) 2014 UML class diagram, UML state machine, UML sequence dia-

gram, UML use case diagram
Shekhar et al. (2014) 2014 deterministic finite automaton (DFA)
Striewe and Goedicke (2014) x 2014 UML activity diagram
Beck et al. (2015) 2015 UML class diagram, UML activity diagram
D’Antoni et al. (2015) 2015 deterministic finite automaton (DFA)
Elmadani et al. (2015) 2015 EER diagram
Sousa and Leal (2015) x 2015 universal
Darshan and Kumar (2016) 2016 deterministic finite automaton (DFA)
Mitrovic and Suraweera (2016) 2016 ER diagram
Reischmann and Kuchen (2016) x 2016 UML class diagram
Siepermann (2016) 2016 ER diagram
Thaler et al. (2016) x 2016 EPC
Correia et al. (2017) x 2017 universal
Echeverria et al. (2017) 2017 ER diagram
Al-Hoqani (2018) 2018 decision tree diagram
Correia et al. (2018) x 2018 universal
Daehli et al. (2018) 2018 ER diagram
Jayawardena et al. (2018) 2018 flowchart, digital circuit, block diagram
Reischmann and Kuchen (2018) 2018 UML class diagram
Bian et al. (2019) 2019 UML class diagram
Ichinohe et al. (2019) 2019 UML class diagram
Lino et al. (2019) 2019 ER diagram
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Table 5 – continued from previous page
Publication QGS Year Model type(s)

Ogata et al. (2019) 2019 UML state machine diagram
Ogata and Kayama (2019) 2019 UML state machine diagram
Reischmann and Menezes (2019) 2019 UML class diagram
Reischmann and Kuchen (2019) 2019 UML class diagram
Stikkolorum et al. (2019) 2019 UML class diagram
Vachharajani and Pareek (2019) 2019 UML use case diagram
Van Doorn et al. (2019) 2019 UML class diagram
Bian et al. (2020) 2020 UML class diagram
Boubekeur et al. (2020) 2020 UML class diagram
D’Antoni et al. (2020) 2020 deterministic and non deterministic finite automaton (DFA and

NFA), push-down automaton (PDA)
Fauzan et al. (2020) 2020 UML use case diagram
Sanchez-Ferreres et al. (2020) 2020 BPMN (EPC and Petri net extension possible)
Vachharajani and Pareek (2020) 2020 UML use case diagram
Outair et al. (2021) 2021 UML class diagram

Listing 1: Complete search string applied to the Scopus database

TITLE−ABS−KEY ( ( " a u t o m a t i c marking " OR " au toma ted marking " OR " a u t o m a t i c g r a d i n g "
OR " au toma ted g r a d i n g " OR " a u t o m a t i c a s s e s s m e n t " OR " au toma ted a s s e s s m e n t " OR
" a s s e s s m e n t sys tem " OR " t u t o r i n g sys tem " OR " e− l e a r n i n g sys tem " OR " e− l e a r n i n g t o o l "
OR ( ( a u t o m a t i c OR au toma ted OR t o o l OR sys tem ) AND ( t e a c h i n g OR e d u c a t i o n )
AND ( check i ng OR t e s t i n g ) ) ) AND ( diagram ∗ OR uml OR " p e t r i n e t s " OR
" p e t r i n e t " OR " p r o c e s s model ing " OR " p r o c e s s mode l l i ng " OR " p r o c e s s models " OR
" d a t a b a s e model ing " OR " d a t a b a s e mode l l i ng " OR dfa OR bpmn OR " b u s i n e s s p r o c e s s e s "
OR epc ) AND ( EXCLUDE ( DOCTYPE , " c r " ) ) AND ( LIMIT−TO ( LANGUAGE ,
" E n g l i s h " ) ) AND ( LIMIT−TO ( SUBJAREA , "COMP" ) OR LIMIT−TO ( SUBJAREA ,
"ENGI" ) OR LIMIT−TO ( SUBJAREA , "MATH" ) OR LIMIT−TO ( SUBJAREA , "DECI" )
OR LIMIT−TO ( SUBJAREA , "BUSI" ) OR LIMIT−TO ( SUBJAREA , "MULT" ) OR
LIMIT−TO ( SUBJAREA , "ECON" ) OR LIMIT−TO ( SUBJAREA , " Undef ined " ) )
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